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1
IDENTIFYING MATCHING IMAGES

TECHNICAL FIELD

The disclosure concerns identifying candidate matching
images to a probe image, such as in face recognition systems.
In particular, but not limited to, the disclosure concerns
matching images having different resolutions. Aspects
include methods, computer systems and software.

In this specification “underlying resolution” is taken to
mean the inherent resolution or quality of the image, which is
the amount of specific detail/optical information in the image.
It represents the finest detail discernable in the image. It is not
to be understood as a measure of the file size of the image or
dots per inch (DPI) of the image. The size of the image file is
not by itself a suitable measure of underlying resolution, for
example, the image may have poor optics or features in the
image may not be discernable.

In this specification, the plural form should be understood,
when appropriate, to mean either singular or plural.

BACKGROUND

The process performed by a typical face recognition sys-
tem is shown in FIG. 1. The aim is to identity the person
whose face is represented in the probe image 8 by comparing
the probe image to a set of gallery images 14. Each image in
the set of gallery images 14 includes the face of a person
whose identity is known.

The size of the probe image 8 and gallery images 14 must
be the same prior to feature extraction [3]. As such, the images
are normally resized during pre-processing 10 to a common
intermediate format (IF) size (e.g. small sized images are
up-scaled to this IF size while large sized images are down-
scaled to this IF size).

The face matching method is previously tuned to work with
that particular IF image size. Then this face matching method
12 is applied to each probe image 8 by comparison to each of
the gallery images 14 to identify candidate matching images
in the set of gallery images 14.

Face matching methods can be placed into two general
families: holistic and local-feature based. In typical holistic
methods, a single feature vector describes the entire face and
the spatial relations between face characteristics (e.g. eyes)
are rigidly kept. Examples of such systems include PCA and
Fisherfaces [2]. In contrast, local-feature based methods
describe each face as a set of feature vectors (with each vector
describing a small part of the face), with relaxed constraints
on the spatial relations between face parts [4]. Examples
include systems based on elastic graph matching, hidden
Markov models (HMMs) and Gaussian mixture models
(GMMs) [4].

Local-feature based methods have the advantage of being
considerably more robust against misalignment as well as
variations in illumination and pose [4, 11]. As such, face
recognition systems using local-feature based approaches are
more suitable for dealing with faces obtained in surveillance
contexts.

Post processing 16 is then performed on the results of the
face matching method 12 such as referencing details of the
people that were identified as candidate matches from an
external database (not shown).

Finally, the likely identity information 18 of the candidate
match(es) from the set of gallery images 14 are presented to
the user.
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The use of IF processing in typical face recognition sys-
tems leads to disadvantages in mismatched resolution com-
parisons which include:

(1) For images with low underlying resolution, upscaling
does not introduce any new information, and can poten-
tially introduce artifacts or noise. Also, upscaled images
are blurry, which causes the extracted features to be very
different than those obtained from the downscaled faces
with high underlying resolution, resulting in a signifi-
cant drop in recognition accuracy.

(i1) Downscaling reduces the amount of information avail-
able, thereby reducing the performance of the face
matching method.

Any discussion of documents, acts, materials, devices,
articles or the like which has been included in the present
specification is solely for the purpose of providing a context
for the present invention. It is not to be taken as an admission
that any or all of these matters form part of the prior art base
or were common general knowledge in the field relevant to
the present invention as it existed before the priority date of
each claim of this application.

Throughout this specification the word “comprise”, or
variations such as “comprises” or “comprising”, will be
understood to imply the inclusion of a stated element, integer
or step, or group of elements, integers or steps, but not the
exclusion of any other element, integer or step, or group of
elements, integers or steps.

SUMMARY OF THE INVENTION

In a first aspect a method is provided for identifying can-
didate matching images to a probe image, comprising:

based on an underlying resolution of the probe image,

selecting a method of matching images from two or
more methods of matching images; and

performing the selected method on the probe image and a

set of gallery images to identify in the set of gallery
images candidate matching images to the probe image.

While some face recognition systems are robust to issues
such as misalignment, they can exhibit accuracy degradation
when comparing two images of differing resolutions. Com-
paring two images of differing resolutions is common in
surveillance environments where a gallery of high resolution
mug-shots is compared to low resolution CCTV probe
images.

To alleviate this degradation, the method advantageously
dynamically selects the most appropriate matching method
for a probe image. This allows the overall method to be tuned
to work well for both high and low resolution images and new
matching methods can be incorporated to enhance the accu-
racy of the overall method. The method of dynamically
selecting the most appropriate matching method does not add
much computational overhead meaning the overall method
can remain fast and scalable.

The probe and set of gallery images may be images repre-
sentative of people’s faces.

The method of matching images may be a local-feature
based or a holistic based method.

The method may comprise determining the underlying/
actual resolution of the probe image. Determining the under-
lying resolution of the image may comprise accessing a pre-
viously determined underlying resolution or calculating the
underlying resolution as required. Determining the underly-
ing resolution of the probe image may comprise selecting one
of multiple resolution bands that the probe image belongs to,
such as a high or low resolution band.



US 9,165,184 B2

3

Determining the underlying resolution of the probe image
may comprise comparing the probe image to two or more sets
of reference images, where for each set of reference images
the underlying resolution of all the images of that set are
substantially the same. Determining the underlying resolu-
tion of the probe image may be based on which set of refer-
ence images the probe image is most similar to, and deter-
mining (i.e. classifying) the underlying resolution of the
probe image may be similar to the resolution of the images in
that set of reference images.

Determining the underlying resolution of the probe image
may comprise determining an energy of the probe image
based on a discrete cosine transformation of the probe image.

The method may further comprise determining the under-
lying resolution of images in the set of gallery images.

Selecting the method of matching images may be further
based on the underlying resolution of the images in the set of
gallery images.

Selecting the method of matching images may be per-
formed for each gallery image in the set of gallery images, and
selecting the method of matching images for a gallery image
is based on the underlying resolution of that gallery image.
Performing the selected method may comprise performing
the method of matching images selected for that gallery
image on the probe image and that gallery image to determine
whether that gallery image is a candidate matching image to
the probe image.

That is, the method of matching images selected for a first
and second gallery image may be different if the underlying
resolutions of the first and second gallery images are differ-
ent.

Selecting a method of matching images may include tuning
a matching method to be most suited to the underlying reso-
Iution of the probe image and/or the gallery image.

Where the set of gallery images includes two or more
images of an item, the selected method may comprise select-
ing from the set of gallery images the image of that item
having the optimal underlying resolution for the selected
method and performing the selected method on only that
image of the item of the two or more images of the item.

The method of matching images may be a Multi Region
Histogram (MRH) analysis [12].

Determining the underlying resolution may comprise clas-
sifying the underlying resolution as one of two or more reso-
Iution bands, each band having a corresponding method of
matching images, and selecting a method of matching images
comprises selecting the method of matching images corre-
sponding to the resolution band of the probe image.

The determined underlying resolution may be either a high
resolution or a low resolution, wherein the boundary between
the high and low resolution is dependent on a predetermined
underlying resolution or underlying resolution of the image in
the set of gallery images that the selected method of matching
images is to be performed on. Two indeterminate formats may
be used, one being higher than the other, such that if the
underlying resolution of the probe image is determined as
being a high resolution, the selected method comprises con-
verting the probe image to the higher intermediate format.
Alternatively, if the resolution of the probe image is deter-
mined as being a low resolution, the selected method com-
prises converting the probe image to the lower intermediate
format.

In a second aspect, software is provided, that when
installed on a computer system causes it to perform the
method of any one of the preceding claims.
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In a third aspect, a computer system is provided for iden-
tifying candidate matching images to a probe image compris-
ing:

memory to store a set of gallery images,

a method selector to select a method of matching images
from two or more methods of matching images based on
an underlying resolution of the probe image; and

a matching module to perform the selected method on the
probe image and the set of gallery images to identify
candidate matching images to the probe image in the set
of gallery images.

The computer system of the second aspect may further
comprise an underlying resolution detector to determine the
underlying resolution of the probe image.

Optional features of this computer system are the same as
the optional features of the method of the first aspect
described above.

In a fourth aspect, a method for determining an underlying
resolution of an image is provided, comprising:

comparing the image to two or more sets of reference
images, where for each set of reference images, the
underlying resolution of all the images of that set are
substantially the same;

determining which of the set of images the probe image is
most similar to, and selecting the underlying resolution
of images in that set of reference images as being the
underlying resolution of the probe image.

An image may be most similar to the set if the average

distance to the images in that set is the shortest.

In a fifth aspect, software is provided, that when installed
on a computer system causes it to perform the method of the
fourth aspect.

In sixth aspect, the invention provides a resolution detector
that is operable to perform the method of the fourth aspect,
such as a resolution detector of the third aspect.

In a seventh aspect, a method for determining an underly-
ing resolution of an image is provided, comprising:

determining weights of cosine functions oscillating at dif-
ferent frequencies based on two dimensional discreet
cosine transformation of the image;

determining a total sum of each weight for the image;

determining a part sum of weights for a predetermined
proportion or number of different frequencies, starting
with substantially the lowest frequency to higher fre-
quency;

determining the proportion the part sum is of the total sum;
and

comparing the proportion to a predetermined threshold, the
threshold being indicative of underlying resolution of
the image.

In a eighth aspect, software is provided, that when installed
on a computer system causes it to perform the method of the
seventh aspect.

In a ninth aspect, a resolution detector is provided that is
operable to perform the method of the seventh aspect, such as
a resolution detector of the third aspect.

Inatenth aspect, amethod for identifying candidate match-
ing images described above, wherein determining the resolu-
tion of the probe image is performed according to one of the
methods of the fourth or seventh aspects.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flow chart of the steps performed by a typical
face recognition system.

Examples will now be described with reference to an
accompanying drawings, in which:
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FIG. 2 is a flow chart of the steps performed by a face
recognition system of a first example;

FIG. 3 is a schematic diagram of a computer system to
perform the method shown in FIG. 2;

FIGS. 4 and 5 are tables showing comparative results of an
implementation of the first example; and

FIG. 6 is a flow chart of the steps performed by a face
recognition system of a second example.

In the drawings and description below, like reference num-
bers have been used to represent the same features.

BEST MODES
Example 1

Mismatched underlying resolutions between probe and
gallery images can cause significant performance degrada-
tion for face recognition systems, particularly those which
use high-resolution faces (e.g. mugshots or passport photos)
as gallery images.

Another source of underlying resolution mismatches is due
to the fact that the size (in terms of pixels) of a given face
image may not be a reliable indicator of the underlying optical
resolution. For example poor quality optics in low-cost cam-
eras can act as low-pass filters. Also poor focus and over-
exposure can result in blur and loss of detail. In the act of
resizing, typical local feature based recognition approaches
pre-suppose that the original sizes of the given images are an
indicator of the underlying resolutions. Situations can arise
where the given probe face image has an underlying resolu-
tion larger than the resolution that can be captured in the IF
image size (e.g. such as probe images obtained through a
telephoto lens).

To allow maximum accuracy wherever possible, the face
recognition system of this first example is able to classify
those situations in which a method using high-to-high reso-
Iution comparison is possible (i.e. using a larger [F) and when
amethod using a low-to-high resolution face comparison (i.e.
using a smaller IF size).

In this first example, the face recognition system can
handle resolution mismatches for the recently proposed
Multi-Region Histograms (MRH) local-feature face match-
ing method. In this example:

(1) the use of two IF sizes (small and large), with the small
IF size targeted for reducing resolution mismatches
caused by upscaling the probe image (and this possibly
introducing noise and/or artifacts), and the large IF size
targeted for high discrimination performance when little
to no resolution mismatches are present;

(ii) a dedicated underlying resolution detector frontend to
address situations where the actual underlying resolu-
tion of given faces is unknown (i.e. where the size of
given images cannot be relied upon to determine the
resolution);

(iii) to employ the underlying resolution detector, as part of
a resolution mismatch compensation framework, to
determine which of the two IF image sizes to use when
comparing two face images with unknown resolutions.

The method performed by the face recognition system of
this example will now be described with reference to the flow
chart of FIG. 2.

In this first example the resolution of images in the set of
gallery images is already known and is the same for each
image. The size of each of the images in the set of gallery
images is 64x64 and the underlying resolution of each of the
images is proportional to this image size (i.e. there is no noise
in the image).

10

15

20

25

40

45

55

6

A probe image 8 is received and a underlying resolution
detector operates to determine 20 the resolution of this probe
image 8.

In this first example, all the possible probe images 8 are the
same size (64x64) but the underlying (e.g. actual) resolutions
are not the same.

In order to handle resolution mismatches when the size of
given probe image 8 cannot be relied upon as an indicator of
the underlying resolution, the content of the given image is
analysed to determine whether the images can be downscaled
to a more appropriate size (i.e. according to a preferred
selected method). In this example there are one of two meth-
ods available to determine the underlying resolution of the
probe image:

(1) Classify Resolution Using Cohorts

This method has two sets of cohort images (reference face
images). One set has high resolution images S, and the sec-
ond set has low resolution images Sy. The resolution detector
measures whether the probe image Q is more similar to either
low resolution cohort images S, or high-resolution cohort
images Sg.

This similarity is measured as a “distance”, and the average
distance of the probe image Q to images in sets S, and Sy is
found:

davf(Ql Si):‘SirlEjZI ‘Sﬂdmw(Qx Si,/') (5)

where ie{A, B}, S, is the j-th face of set S, and IS, is the
number of faces in set S,. In equation (5), d,,,,, is the match
distance between the probe and individual images in set S,.
That match distance (also known as similarity distance) is
dependent on the matching algorithm. MRH is an example of
one such matching algorithm [12].

The smallest average distance d,,, (Q, S ) ord,,, (Q, Sz) is
determined. If the distance to Sy is shorter that the distance to
S, it is determined that the probe image is low resolution,
otherwise it is determined that it the is a high resolution probe
image.

(2) Classify Resolution Using Energy Information

This energy-based method analyses the amount of energy
within a subset of frequency domain.

First, a 2 Dimensional (2D) Discrete Cosine Transform
(DCT) analysis on the whole probe image (i.e. holistic face)
is performed. The 2D DCT analysis extracts a set of coeffi-
cients, or weights, of cosine functions oscillating at different
frequencies.

Next, the absolute value of the coefficients are summed to
get a total “energy” normaliser. Then sum coefficients from
low frequency to high frequency are also summed and divided
over the total “energy” to get the cumulative percentage of
total energy up to a particular frequency.

This cumulative percentage of total energy level is com-
pared to a predetermined threshold. For example, summing
the first 25% of the low frequency domain can give an indi-
cation of the underlying resolution of a given image.

That is, if the energy within the first 25% of the low fre-
quency coefficients is more the threshold T, the image can be
classified as containing low underlying resolution

In this example, the method used to determine the under-
lying resolution of the probe image is the cohort-based
method (method 1 listed above), with the value of d,,,, being
obtained through the MRH face matching method.

The MRH-based face matching method is now briefly
described. The MRH local-feature face matching method can
be thought of as a hybrid between the HMM and GMM based
systems [12]. The MRH approach is motivated by the “visual
words’ technique originally used in image categorisation
[10]. Each face is divided into several fixed and adjacent
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regions, with each region comprising a relatively large part of
the face. For region r a set of feature vectors is obtained,
F ={f, },-,"V, which are in turn attained by dividing the region
into small overlapping blocks (or patches) and extracting
descriptive features from each block via 2D DCT decompo-
sition [6]. Each block has a size of 8x8 pixels, which is the
typical size used for DCT analysis. To account for varying
contrast, each block is normalised to have zero mean and unit
variance. Based on [12], coefficients from the top-left 4x4
sub-matrix of the 8x8 DCT coefficient matrix are used,
excluding the 0-th coefficient (which has no information due
to the normalisation).

For each vector f,, obtained from region r, a probabilistic
histogram is computed:

wi p1(fri) wepa(fr) 1" M

= v
2 WePg(fri) 2 wepg(fri)
a1 s}

By =

where the g-th elementin h, , is the posterior probability of f, ,
according to the g-th component of a visual dictionary model.
The mean of each Gaussian can be thought of as a particular
‘visual word’.

Once the histograms are computed for each feature vector
from region r, an average histogram for the region is built:

1< 2
B = N; by

The overlapping during feature extraction, as well as the
loss of spatial relations within each region (due to averaging),
results in robustness to translations of the face which are
caused by imperfect face localisation. The DCT decomposi-
tion acts like a low-pass filter, with the information retained
from each block being robust to small alterations (e.g. due to
minor in-plane rotations).

The normalised distance between faces X and Y is calcu-
lated using:

(X, ) (3)

Aporm(X, Y) =
—2 [e} X, C)+d, Y, G
M ‘_:1{ (X, Ci) (Y, i)}

where C, is the i-th cohort face and M is the number of
cohorts, while d,,, (*,") is a L., -norm based distance measure
between histograms from R regions:

1 &R . , 4
drnl X, ¥) = & > iD= AL,
=1

See [12] for more information about equations (3) and (4).
Cohort faces are assumed to be reference faces that are
known not to be of persons depicted in X orY. The denomi-
nator in Eqn. (3) estimates how far away, on average, faces X
and Y are from a randomly selected face. This typically
results in Eqn. (3) being approximately 1 when X and Y
represent faces from two different people, and less than 1
when X and Y represent two instances of the same person.
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Next, the best matching method is performed on the probe
image 8. If the resolution of the probe image is classified as
high 22 then the method of matching images 24 that has
superior performance on such high resolution probe images is
selected. In this example, the method 24 is MRH tuned for
high resolution images, that is, it is trained on a set of high
resolution images with a similarly high IF (i.e. an IF size that
is sufficiently large enough to capture the detail of probe
images classified as high resolution) to learn a model. The
probe image 8 is first converted to the size of the a high IF
24(a) being 64x64 in this example and then MRH tuned to
high resolution images is performed 24(5).

If the resolution of the probe image is low 26 then the
method of identifying matching images 28 that has superior
performance on such low resolution probe images is selected.
In this example, the method 26 is MRH tuned for low reso-
Iution images, that is, it is trained on a set of low resolution
images with lower IF to learn a model. The probe image 8 is
first converted to an low IF (i.e an IF size that is sufficiently
large enough to capture the detail of probe images classified
as low resolution but is smaller than the large IF size) 28(a)
being 32x32 in this example and then MRH tuned to low
resolution images is performed 28(5).

In this example, the boundary that defines a high and low
resolution is predetermined and remains the same for all
probe images 8 that are assessed. Alternatively, the boundary
between the high and low images may be dependent on the
resolution of all the images in the gallery or may be adjusted
based on the image in the gallery that the selected method will
be performed next.

In an alternate embodiment, where there are multiple faces
of'a person in the set of gallery images, the selected method
may also comprise selecting from the multiple faces of the
same person the image of that person having the best resolu-
tion for the comparison. For example, it may select the image
of'the person in the gallery that has a resolution most similar
to the probe resolution. After which the face recognition
method most suitable (i.e. using the smallest IF size that is
able to capture this resolution) will be applied for the com-
parison.

Due to the low-pass filtering effect of the DCT analysis,
MRH-based recognition tuned for high resolution (where all
given images are resized to high IF of 64x64) is able to handle
images which have a high underlying resolution of 32x32 or
higher, while MRH-based recognition tuned for low under-
lying resolution (where all images are resized to low IF of
32x32)is more suited for lower resolutions. This results in the
sensitivity of local DCT features to resolution mismatches
being exploited.

Post-processing 16 and identity steps 18 are then per-
formed.

Additional pre-processing steps (not shown) may be per-
formed before or after the resolution is detected as appropri-
ate. For example, cropping the probe image 8.

FIG. 3 shows a computer face recognition system 20 that is
able to perform the method of FIG. 2. The computer system
30 comprises an input port 32, an output port 34, internal
memory 36 and a processor 38. The internal memory stores
the gallery of images 14 and the associated resolution and
identity information of the person represented in each image.
The processor 38 is comprised of a resolution detector 42, a
matching method selector 44 and matching module 46.

The probe image 8 is received at the input port 32 and the
processor 38 operates according to software installed on the
computer 30 to cause the resolution detector 42 to determine
the resolution of the probe image (and in example two below
the resolution of each gallery image). The method selector 44
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then uses the determined resolution to select the most appro-
priate method of matching images 24 or 28. These methods
24 and 28 are available to the matching module 46 that per-
forms the selected method 24 or 28. The processor 38 then
provides the result of the matching method to the output port
34. For example, the output port may be connected to a
monitor (not shown) and the processor 38 may also drive a
user interface to display the candidate matches from the set of
gallery images to the user.

In this implementation the set of gallery images is the
Labeled Faces in the Wild (LFW) dataset which contains
13,233 face images (from 5749 unique persons) collected
from the Internet [8]. The faces exhibit several compound
problems such as misalignment and variations in pose,
expression and illumination.

Initially a pre-processing step is performed where closely
cropped faces (to exclude the background) were extracted
from each image using a fixed bounding box placed in the
same location in each LFW image. These extracted images
were used in this implementation.

The aim is to classify a pair of previously unseen faces as
either belonging to the same person or two different persons
[8]. Performance is indicated by the mean of the accuracies
from 10 folds of the 10 sets from view 2 as described in the
LFW experiment protocol [8], in a leave-one-out cross-vali-
dation scheme (i.e. in each fold 9 sets are used for training and
1 set for testing, with each set having 300 same-person and
300 different-person pairs).

To study the effect of resolution mismatches, the first
image in the each pair was rescaled to 64x64 while the second
image was first rescaled to a size equal to or smaller than
64x64, followed by up-scaling to the same size as the first
image (i.e. deliberate loss of information, causing the image
size to be uninformative as to the underlying resolution). The
underlying resolution of the second image varied from 8x8 to
64x64.

Inimplementation 1 we evaluated the classification perfor-
mance of the proposed resolution detector frontend. Refer-
ence faces for sets S, and S; were taken from the training set.
Preliminary experiments indicated that using 32 faces for
each reference set was sufficient. The second image in each
pair from the test set was then classified as being suitable for
MRH-based face recognition using either size A or B. Recall
that an MRH-based face recognition system tuned for size A
is suited for faces which have an underlying resolution of
32x%32 or higher, while a corresponding system tuned for size
B is more suited for lower resolutions. The results, shown in
Table 1 of FIG. 4, indicate that the frontend detector is able to
assign the most suitable size almost perfectly.

Inimplementation 2 we evaluated the performance of three
MRH-based systems for classitying LFW image pairs subject
to resolution mismatches. Matching methods A and B were
tuned for size A and B, respectively, while the dynamic sys-
tem 44 applies the proposed compensation framework to
switch between methods A and B according to the classifica-
tion result of the resolution detector 42.

Comparing the results of the two baseline systems (A and
B) in Table 2 of FIG. 5 confirms that System A outperforms
System B when matching images of similar underlying reso-
Iution (i.e. 64x64 and 32x32), but significantly underper-
forms System B when there is a considerable resolution mis-
match (16x16 or lower). System B is able to achieve more
rounded performance at the expense of reduced accuracy for
the highest resolution (64x64).

The proposed dynamic system is able to retain the best
aspect of system A (i.e. good accuracy at the highest resolu-
tion) with performance similar to system B at lower resolu-

15

20

30

40

45

50

10

tions. Consequently, the dynamic system of the example
obtains the best overall performance.

The two systems (A and B) were tuned to different under-
lying resolutions. System A, tuned for underlying resolutions
01'32x32 and higher sizes, was shown to outperform System
B when being compared to images of similar underlying
resolution, while underperforming when comparing images
of'very different underlying resolution (16x16 and 8x8). The
reverse was true for System B, tuned for lower resolutions.
The dynamic face recognition system of this example is able
to maximise performance by applying the face matching
method best tuned for any given pair of images based on their
underlying resolutions.

This examples shows that higher overall face discrimina-
tion accuracy (across several resolutions) compared to the
individual baseline face recognition systems.

It is an advantage of this example that the face recognition
system can handle both high-to-high and low-to-high resolu-
tion comparisons. The face recognition system of this
example is able to retain the best aspect of system A (i.e. good
accuracy at the highest resolution) with performance similar
to system B at lower resolutions. Consequently, the dynamic
system obtains the best overall performance.

Example 2

A further example of the invention will now be described
with reference to the flow chart of FIG. 6. It should be appre-
ciated that the computer system shown in FIG. 3 is also
suitable to perform the method of this second example.

In this example, the underlying resolution of the images in
the set of gallery images is not yet known. In fact, the gallery
includes images having different resolutions, such mug shots
ot'high resolution as well as low resolution CCTV images. As
part of a pre-processing step the underlying resolution of each
of the gallery images is determined and is stored in memory.

The underlying resolution of the probe image 8 is deter-
mined 20.

Then the resolution of the current gallery image is deter-
mined 80. Initially, this will be the first image in the gallery. In
one example, the resolution of the current image in the gallery
is obtained from memory. Alternatively, the resolution of the
first gallery image could be determined by analysing 20 the
current gallery image in the same way as the resolution of the
probe image 8 was determined.

Then, the resolution of that gallery image and the probe
image is assessed to select 82 the optimal face matching
method to be used to compare the current gallery image and
the probe image to determine whether the gallery image is a
candidate match.

In this second example, where the resolution of the probe
image is similar to the resolution of the current gallery image,
then the matching method of Fisherfaces (LDA), Eigenfaces
(PCA), MRH with IF tuned to that resolution (i.e. a image size
that can capture that resolution), or a number of other meth-
ods can be selected. Alternatively, if the resolution of the
probe image is not similar to the resolution of the current
gallery image, the method of MRH with downscaling and IF
tuned to the lower resolution image, or simultaneous super-
resolution image reconstruction and recognition is selected.
Alternatively, the number of different methods of identitying
candidate matching images may be more than two and may be
specific to the particular combination of probe and gallery
image resolutions that are to be compared. The aim is that the
method for any combination of resolutions will be optimal for
that combination.
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Then the probe image and current gallery image are com-
pared 84 using the selected matching method to determine
whether they are a candidate match.

Steps 80, 82 and 84 are repeated for each image of the
gallery, at every repeat the next gallery image is used until
there are not more images in the gallery. That is, for each
repeat the current image becomes the next image in the gal-
lery that has not yet been analysed.

Again, post-processing 16 and identity 18 steps are per-
formed.

It will be appreciated by persons skilled in the art that
numerous variations and/or modifications may be made to the
invention as shown in the specific embodiments without
departing from the scope of the invention as broadly
described.

In the first example, the resolution of the probe image was
classified as either high or low. Alternatively, the resolution of
the probe image can be classified into one of three of more
resolution bands and each resolution band having an associ-
ated matching method that can be optimally deployed for that
resolution. For example, three or more [Fs may be used by the
face recognition system.

The examples described here relate to face recognition,
however the method may be applied to different types of
images where candidate matches between a probe image and
a set of gallery images is required to be identified. Such as
images representing materials or animals.

It should be understood that the techniques described here
might be implemented using a variety of technologies. For
example, the methods described herein may be implemented
by a series of computer executable instructions residing on a
suitable computer readable medium. Suitable computer read-
able media may include volatile (e.g. RAM) and/or non-
volatile (e.g. ROM, disk) memory, carrier waves and trans-
mission media (e.g. copper wire, coaxial cable, fibre optic
media). Exemplary carrier waves may take the form of elec-
trical, electromagnetic or optical signals conveying digital
data steams along a local network or a publically accessible
network such as the internet.

It should also be understood that, unless specifically stated
otherwise as apparent from the following discussion, it is
appreciated that throughout the description, discussions uti-
lizing terms such as “processing” or “computing” or “calcu-
lating” or “determining” or “displaying” or the like, refer to
the action and processes of a computer system, or similar
electronic computing device, that processes and transforms
data represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such information
storage, transmission or display devices.

The present embodiments are, therefore, to be considered
in all respects as illustrative and not restrictive.
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The invention claimed is:

1. A method for identifying candidate matching images to
a probe image, comprising:

based on an underlying resolution of the probe image,

selecting a method of matching images from two or
more methods of matching images;

performing the selected method on the probe image and a

set of gallery images to identify in the set of gallery
images candidate matching images to the probe image;
and

determining an underlying resolution of the probe image

by determining energy of the probe image based on a
discrete cosine transformation of the probe image.

2. The method of claim 1, wherein the probe and set of
gallery images are images representative of people’s faces.

3. The method of claim 1, wherein determining the under-
lying resolution of the probe image comprises comparing the
probe image to two or more sets of reference images, where
for each set of reference images, the underlying resolution of
all the images of that set are substantially the same.

4. The method of claim 3, wherein determining the under-
lying resolution of the probe image is based on which of the
sets of reference images the probe image is most similar to,
and determining that the underlying resolution of the probe
image is similar to the underlying resolution of the images in
that set of reference images.

5. The method of claim 1, wherein selecting the method of
matching images is performed for each gallery image in the
set of gallery images, and selecting the method of matching
images for a gallery image is further based on the underlying
resolution of that gallery image.

6. The method of claim 1, wherein determining the under-
lying resolution of the probe image comprises classifying the
underlying resolution as one of two or more underlying reso-
lution bands.

7. The method of claim 1, wherein the underlying resolu-
tion of the probe image is either a high underlying resolution
or a low underlying resolution, wherein the boundary
between the high and low resolution is dependent on a pre-
determined underlying resolution or underlying resolution of
the gallery image in the set of gallery images that the selected
method of matching images is to be performed on.

8. The method of claim 7, wherein two intermediate for-
mats are used, one intermediate format being higher in under-
lying resolution than the other, such that if the underlying
resolution of the probe image is a high underlying resolution,
the selected method comprises converting the probe image to
the intermediate format having the higher underlying resolu-
tion.
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9. The method of claim 7 or 8, wherein two intermediate
formats are used, one intermediate format being higher in
underlying resolution than the other, such that if the resolu-
tion of the probe image is a low underlying resolution, the
selected method comprises converting the probe image to the
intermediate format having the lower underlying resolution.

10. The method of claim 1, wherein the method comprises
determining the underlying resolution of the probe image by:

comparing the probe image to two or more sets of reference
images, where for each set of reference images, the
underlying resolution of all the images of that set are
substantially the same; and

determining which of the sets of reference images the
probe image is most similar to, and selecting the under-
lying resolution of images in that set of reference images
as being similar to the underlying resolution of the probe
image.

11. The method of claim 1, wherein the method comprises

determining the underlying resolution of the probe image by:

determining weights of cosine functions oscillating at vari-

ous frequencies based on two dimensional discrete
cosine transformation of the probe image;

determining a total sum of each weight for the probe image;

determining a part sum of weights for a predetermined
proportion or number of different frequencies, starting
with substantially the lowest frequency to higher fre-
quency;

determining the proportion the part sum is of the total sum;
and

comparing the proportion to a predetermined threshold, the
threshold being indicative of underlying resolution of
the probe image.

12. A computer system for identifying candidate matching

images to a probe image comprising:

memory to store a set of gallery images;

a method selector to select a method of matching images
from two or more methods of matching images based on
an underlying resolution of the probe image;

a matching module to perform the selected method on the
probe image and the set of gallery images to identify in
the set of gallery images candidate matching images to
the probe image; and
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an underlying resolution detector to determine the under-
lying resolution of the probe image, the underlying reso-
lution detector operable to determine weights of cosine
functions oscillating at various frequencies based on two
dimensional discreet cosine transformation of the probe
image, determine a total sum of each weight for the
probe image, determine a part sum of weights for a
predetermined proportion or number of different fre-
quencies, starting with substantially the lowest fre-
quency to higher frequency, determine the proportion
the part sum is of the total sum, and compare the pro-
portion to a predetermined threshold, the threshold
being indicative of underlying resolution of the probe
image.

13. The computer system of claim 12, wherein the under-

lying resolution detector is operable to:

compare the probe image to two or more sets of reference
images, where for each set of reference images, the
underlying resolution of all the images of that set are
substantially the same; and

determine which of the sets of reference images the probe
image is most similar to, and selecting the underlying
resolution of images in that set of reference images as
being similar to the underlying resolution of the probe
image.

14. A method for determining an underlying resolution of

an image, comprising:

determining weights of cosine functions oscillating at vari-
ous frequencies based on two dimensional discrete
cosine transformation of the image;

determining a total sum of each weight for the image;

determining a part sum of weights for a predetermined
proportion or number of different frequencies, starting
with substantially the lowest frequency to higher fre-
quency;

determining the proportion the part sum is of the total sum;
and

comparing the proportion to a predetermined threshold, the
threshold being indicative of underlying resolution of
the image.



