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Chapter 1

Introduction

Identity verification systems are part of our everyday life – one example is the Automatic Teller Machine (ATM) which employs a simple identity verification scheme: the user is asked to enter their\(^1\) password after inserting their card. If the password matches the one prescribed to the card, the user is allowed access to their bank account. This scheme suffers from a drawback: only the validity of the combination of a certain possession (the ATM card) and certain knowledge (the password) is verified. The ATM card can be lost or stolen, and the password can be compromised. New verification methods have hence emerged, where biometrics such as the person’s speech, face image or fingerprints can be used in addition to the password. Such biometric attributes cannot be lost and typically vary considerably from person to person.

Apart from the ATM example described above, biometrics can be applied to other areas, such as telephone & internet based banking, passport control (immigration checkpoints), as well as forensic work (to determine whether a biometric sample belongs to a suspect) and law enforcement applications (e.g. surveillance) [11, 35, 44, 67, 98, 105, 112, 128, 190].

While biometric systems based on face images and/or speech signals can be effective [111, 128, 149], their performance can degrade in the presence of challenging conditions. For speech based systems this is usually in the form of channel distortion and/or ambient noise. For face based systems it can be in the form of a change in the illumination direction and/or a change in the pose of the face [3, 159].

Multi-modal systems use more than one biometric at the same time. This is done for two main reasons: (i) to achieve better robustness (where the impact of a biometric affected by environmental conditions can be decreased) and (ii) to increase discrimination power (as complementary information can be used). Multi-modal systems are often comprised of several modality experts and a decision stage [22].

This work overviews relevant backgrounds and reports research aimed at increasing the robustness of single- and multi-modal biometric verification systems, in particular those based on speech and face modalities.

\(^1\)The word ‘their’ is used as gender neutral replacement of the words ‘his’ and ‘her’ [125].
Chapter 1. Introduction
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1.2 Overview

This work is comprised of three major parts: (i) verification using speech signals (Chapter 3), (ii) verification using face images (Chapters 4 and 5), (iii) verification using fused speech and face information (Chapter 6). It is supported by Chapter 2, which provides an overview of relevant pattern recognition theory. To ease reading, each chapter is largely self contained. The chapters are summarised as follows:

- Chapter 2 – Statistical Pattern Recognition – first draws distinctions between closed set identification, open set identification and verification. Relevant pattern recognition theory is then used to derive a two-class decision machine (classifier) used in the verification system. The machine is implemented using the Gaussian Mixture Model (GMM) approach. The k-means, Expectation Maximisation (EM) and maximum a-posteriori (MAP) adaptation algorithms, which are used for finding GMM parameters, are described. Two methods for finding the impostor likelihood are presented: the Background Model Set (BMS) and Universal Background Model (UBM). Next, error measures for finding the performance of a verification system, such as the Equal Error Rate (EER), are described. The chapter is concluded by a discussion on implementation issues, where practical limitations and experimental requirements are taken into account. The implementation of the decision machine is tested in the following chapter.

- Chapter 3 – Verification using Speech Signals – first describes the difference between text-dependent and text-independent systems. A review of the human speech production process is then given, followed by a review of feature extraction approaches used in a speaker verification system. Mel Frequency Cepstral Coefficients (MFCCs), delta features and Cepstral Mean Subtraction (CMS) are covered. An alternative feature set, termed Maximum Auto-Correlation Values (MACVs), which uses information from the source part of the speech signal, is also covered. A parametric Voice Activity Detector (VAD), used for disregarding silence and noise segments of the speech signal, is briefly described. The implementation of
the Gaussian Mixture Model classifier (described in Chapter 2) is tested. The use of MACVs is evaluated for reducing the performance degradation of a verification system used in noisy conditions.

- Chapter 4 – Verification using Frontal Face Images – first overviews important publications in the field of frontal face recognition. Geometric features, templates, Principal Component Analysis (PCA), pseudo-2D Hidden Markov Models (HMM), Elastic Graph Matching (EGM), as well as other points are covered. Relevant issues, such as the effects of an illumination direction change and the use of different face areas, are also covered. Several new feature extraction approaches are proposed – their robustness and performance is evaluated against three popular methods (PCA, 2D DCT and 2D Gabor wavelets) for use in an identity verification system subject to illumination direction changes. It is also shown that when using the GMM classifier with local features (such as Gabor wavelets or DCT derived features), the spatial relationships between face parts (e.g. eyes and nose) are disregarded. Such a face recognition system can surprisingly still provide good performance and provides advantages such as robustness to translations. The fragility of PCA derived features to illumination changes is addressed by introducing a pre-processing step which involves applying local feature extraction to the original face image – it is shown that the enhanced PCA technique is robust to illumination changes as well as retaining the positive aspects of traditional PCA, i.e. robustness to compression artefacts and noisy images, which might be important in forensic and law enforcement applications.

- Chapter 5 – Verification using Faces with Pose Variations – deals with faces subject to pose variations, in contrast to the previous chapter which dealt with frontal faces. A framework is developed for addressing the pose mismatch problem that occurs when there is only a single (frontal) face image available for training and non-frontal faces are presented during testing. In particular, the mismatch problem is tackled through building multi-angle models by extending each frontal face model with artificially synthesised models for non-frontal views. The synthesis methods are based on several implementations of Maximum Likelihood Linear Regression (MLLR), as well as standard multi-variate linear regression (LinReg). We stress that instead of synthesising images, model parameters are synthesised. The synthesis and extension approach is evaluated by applying it to two face verification systems: a holistic system (based on PCA-derived features) and a local feature system (based on DCT-derived features). It is also shown that the local feature system is less affected by view changes than the holistic system.

- Chapter 6 – Verification Using Fused Speech and Face Information – first provides an overview of key concepts in the information fusion area, followed by a review of important milestones in audio-visual person identification and verification. Several adaptive and non-adaptive techniques for reaching the verification decision, based on combined speech and
face information, are then evaluated in clean and noisy audio conditions on a common dataset. It is shown that in clean conditions most of the non-adaptive approaches provide similar performance and in noisy conditions most exhibit a severe deterioration in performance. It is also shown that current adaptive approaches are either inadequate or use restrictive assumptions. A new category of classifiers is then introduced, where the decision boundary is fixed but constructed to take into account how the distributions of opinions are likely to change due to noisy conditions. Compared to a previously proposed adaptive approach, the proposed classifiers do not make a direct assumption about the type of noise that causes the mismatch between training and testing conditions.

1.3 Composite Literature Review

Since this work covers several distinct yet related topics, each topic has its own literature review. The overall literature review is comprised of:

- The whole of Chapter 2, which covers relevant pattern recognition theory necessary to build a decision machine (classifier), based on Gaussian Mixture Models, for a verification system.
- Sections 3.3 and 3.4, which respectively cover the speech production process and methods for feature extraction from speech signals.
- Section 4.2, which covers important face recognition approaches (and surrounding issues) for dealing with frontal faces. Sections 4.3.1 to 4.3.3 cover several feature extraction techniques.
- Sections 5.2 and 5.3 which deal with face recognition using non-frontal faces (i.e. faces subject to pose variations).
- Sections 6.2 and 6.3, which respectively provide an overview of key concepts in the information fusion area and milestones in the field of audio-visual person recognition.

1.4 Related Topics

Apart from speech signals and face images, it is also possible to use biometrics such as the iris, fingerprints and hand geometry [41, 72, 156]. Other important aspects in biometrics include hiding biometric data as well as privacy and security issues [25, 77, 190]. Further introductory and review material about the biometrics field in general can be found in [47, 128, 185].
1.5 Acronyms and Abbreviations

This work uses the following acronyms and abbreviations:

- BMS: Background Model Set
- CMS: Cepstral Mean Subtraction
- dB: decibel
- DCF: Decision Cost Function
- DCT: Discrete Cosine Transform
- EER: Equal Error Rate
- EGM: Elastic Graph Matching
- EM: Expectation Maximisation
- EPCA: Enhanced Principal Component Analysis
- ERM: Empirical Risk Minimisation
- FA: False Acceptance
- FAR: False Acceptance Rate
- FFT: Fast Fourier Transform
- fps: frames per second
- FR: False Rejection
- FRR: False Rejection Rate
- GMM: Gaussian Mixture Model
- HMM: Hidden Markov Model
- HTER: Half Total Error Rate
- MACVs: Maximum Auto-Correlation Values
- MAP: Maximum a-posteriori
- MFCCs: Mel-Frequency Cepstral Coefficients
- ML: Maximum Likelihood
- MLP: Multi Layer Perceptron
- MS-HMM: Multi-Stream Hidden Markov Model
- PCA: Principal Component Analysis
- PL: Piece-wise Linear
- PSNR: Peak Signal-to-Noise Ratio
- RBF: Radial Basis Function
- SNR: Signal-to-Noise Ratio
- SRM: Structural Risk Minimisation
- SVM: Support Vector Machine
- TE: Total Error
- UBM: Universal Background Model
- VAD: Voice Activity Detector
1.6 Notation

Throughout this work the following mathematical notation is mainly used:

- \( \mathbf{v} \)  a column vector (lowercase, boldface)
- \( \mathbf{v}^T \)  transpose of vector \( \mathbf{v} \)
- \[ \begin{bmatrix} v_1 & v_2 & \cdots & v_D \end{bmatrix} \]  contents of a \( D \)-dimensional row vector, where \( v_i \) is the \( i \)-th element
- \( \| \mathbf{v} \| = \sqrt{v_1^2 + v_2^2 + \cdots + v_D^2} \)  norm of vector \( \mathbf{v} \), where \( v_i \) is the \( i \)-th element
- \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N \} = \{ \mathbf{v}_i \}_{i=1}^N \)  set of \( N \) vectors, where \( \mathbf{v}_i \) is the \( i \)-th vector
- \( \mathbf{A} \cup \mathbf{B} \)  union of sets \( \mathbf{A} \) and \( \mathbf{B} \)
- \( \mathbf{M} \)  a matrix (uppercase, boldface)
- \( \mathbf{M}_{(i,j)} \)  element of matrix \( \mathbf{M} \), located at row \( i \) and column \( j \)
- \( \mathbf{M}^T \)  transpose of matrix \( \mathbf{M} \)
- \( \mathbf{M}^{-1} \)  inverse of matrix \( \mathbf{M} \)
- \( |\mathbf{M}| \)  determinant of matrix \( \mathbf{M} \)
- \( \mathbf{\Sigma} \)  a covariance matrix, when used in the context of a linear algebra expression (e.g., \( \mathbf{v}^T \mathbf{\Sigma} \mathbf{v} \))
- \( \lambda \)  a parameter set (e.g. parameters of a GMM)
- \( \lambda_A \cup \lambda_B \)  concatenation of GMM parameter sets \( \lambda_A \) and \( \lambda_B \)
- \( \mathcal{N}(\mathbf{x}|\mathbf{\mu}, \mathbf{\Sigma}) \)  a multi-variate Gaussian function with mean \( \mathbf{\mu} \) and covariance matrix \( \mathbf{\Sigma} \)
Chapter 2

Statistical Pattern Recognition

2.1 Overview

In this chapter we first draw distinctions between closed set identification, open set identification and verification. Relevant pattern recognition theory is then used to derive a two-class decision machine (classifier) used in a verification system. The machine is implemented using the Gaussian Mixture Model (GMM) approach. The \( k \)-means, Expectation Maximisation (EM) and maximum a-posteriori (MAP) adaptation algorithms, used for finding GMM parameters, are described. Two methods for finding the impostor likelihood are presented: the Background Model Set (BMS) and Universal Background Model (UBM). Error measures for finding the performance of a verification system, such as the Equal Error Rate (EER), are then described. The chapter is concluded by a discussion on implementation issues, where practical limitations and experiment requirements are taken into account. The implementation of the decision machine is tested in the following chapter.

2.2 Recognition Types

The configuration of a biometric recognition system can be divided into three types: (i) the closed set identification task, (ii) the open set identification task, (iii) the verification task\(^1\). In closed set identification, the job is to assign a given sample into one of \( N \) classes (where \( N \) is the number of known persons). In open set identification, the task is to assign a given sample into one of \( N + 1 \) classes, where the extra class represents an “unknown” or “previously unseen” person. In the verification task the classifier must assign a given sample into one of two classes: either the sample belongs to the person whose identity is being claimed (i.e. a true claimant), or it belongs to an impostor.

The verification and open set identification tasks represent operation in an uncontrolled environment \([83]\), where any person could be encountered. In contrast, the closed set identification task assumes that all the persons to be encountered are already known. It has been suggested that while the closed set identification task has received considerable scientific interest, the verification

\(^1\)verification is also known as authentication.
task has potentially more commercial applications [44, 49]. As such we concentrate on biometric verification systems in this work.

2.3 Bayesian Decision Theory

As mentioned above, a verification system is essentially a two-class decision machine: based on given observation vectors, the client is either an impostor or the true claimant. In this chapter we shall use Bayesian Decision Theory [15, 46, 151] to implement the decision machine.

Let us denote client specific true claimant and impostor classes as $C_1$ and $C_2$, respectively, and let $\mathbf{x} = [x_1 \ x_2 \ \cdots \ \ x_D]^T$ be the observation vector. Moreover, let $P(C_j)$ be the a-priori probability of class $C_j$, and $p(\mathbf{x}|C_j)$ be the conditional probability density function (pdf) of $\mathbf{x}$, given class $C_j$. We seek to find the class that $\mathbf{x}$ belongs to. Using the Bayes formula [15, 113], we obtain:

$$P(C_j|\mathbf{x}) = \frac{p(\mathbf{x}|C_j)P(C_j)}{p(\mathbf{x})}$$ (2.1)

where

$$p(\mathbf{x}) = \sum_{i=1}^{2} p(\mathbf{x}|C_i)P(C_i)$$ (2.2)

Hence we obtain the a-posteriori probability of class $C_j$. It follows that the decision rule is then:

choose $C_1$ if $P(C_1|\mathbf{x}) > P(C_2|\mathbf{x})$ (2.3)

Or, more generally,

index of chosen class = arg max$_j$ $P(C_j|\mathbf{x})$ (2.4)

which is known as the maximum a-posteriori decision rule. Note that in our case $p(\mathbf{x})$ is not required for making the decision – the decision rule thus becomes:

index of chosen class = arg max$_j$ $p(\mathbf{x}|C_j)P(C_j)$ (2.5)

Intuitively, the decision machine will make less mistakes when using more observations vectors. Thus in practice, multiple observation vectors are used: $X = \{\mathbf{x}_i\}_{i=1}^{N_V}$, where $N_V$ is the number of vectors. Assuming that the observation vectors are independent and identically distributed\(^2\) (i.i.d.), then the joint likelihood is:

$$p(X|C_j) = \prod_{i=1}^{N_V} p(\mathbf{x}_i|C_j)P(C_j)$$ (2.6)

\(^2\)Due to the speech production process (see Chapter 3), feature vectors extracted from a speech signal are often correlated. However, the mathematics are greatly simplified if we assume that the observation vectors are independent.
In practice, \( p(x|C_j) \) is approximated through a parametric representation, \( \hat{p}(x|C_j) \), which is estimated using training data. Since \( \hat{p}(x|C_j) \) is an approximation\(^3\), an associated “correction” function, \( \varphi(x|C_j) \), is theoretically required:

\[
p(X|C_j) = \prod_{i=1}^{N_V} \hat{p}(x|C_j) \varphi(x|C_j) P(C_j)
\] (2.7)

Taking into account the multiple observation vectors and rewriting (2.5) into a ratio test yields:

\[
\text{chosen class} = \begin{cases} 
C_1 & \text{if } \frac{\hat{p}(X|C_1)}{\hat{p}(X|C_2)} > \frac{\varphi(X|C_2) P(C_2)}{\varphi(X|C_1) P(C_1)} \\
C_2 & \text{otherwise}
\end{cases}
\] (2.8)

Since the decision is undefined when \( \frac{\hat{p}(X|C_1)}{\hat{p}(X|C_2)} = \frac{\varphi(X|C_2) P(C_2)}{\varphi(X|C_1) P(C_1)} \), for mathematical convenience we modify the above decision rule to:

\[
\text{chosen class} = \begin{cases} 
C_1 & \text{if } \log \left[ \frac{\hat{p}(X|C_1)}{\hat{p}(X|C_2)} \right] \geq \log \left[ \frac{\varphi(X|C_2) P(C_2)}{\varphi(X|C_1) P(C_1)} \right] \\
C_2 & \text{otherwise}
\end{cases}
\] (2.9)

Due to precision issues in a computational implementation, it is more convenient to use a summation rather than a series of multiplications. Since \( \log(\cdot) \) is a monotonically increasing function, the decision rule can be modified to:

\[
\text{chosen class} = \begin{cases} 
C_1 & \text{if } \log \hat{p}(X|C_1) - \log \hat{p}(X|C_2) \geq \log \left[ \frac{\varphi(X|C_2) P(C_2)}{\varphi(X|C_1) P(C_1)} \right] \\
C_2 & \text{otherwise}
\end{cases}
\] (2.10)

which translates to:

\[
\text{chosen class} = \begin{cases} 
C_1 & \text{if } \log \hat{p}(X|C_1) - \log \hat{p}(X|C_2) \geq \log \left[ \frac{\varphi(X|C_2) P(C_2)}{\varphi(X|C_1) P(C_1)} \right] \\
C_2 & \text{otherwise}
\end{cases}
\] (2.11)

where, for clarity,

\[
\log \hat{p}(X|C_j) = \sum_{i=1}^{N_V} \log \hat{p}(x_i|C_j)
\] (2.12)

Due to practical considerations described later, the number of observation vectors often needs to be taken into account. Thus a normalisation factor, \( \frac{1}{N_V} \), is introduced to (2.11), giving:

\[^3\hat{p}(x|C_j) \) is not only an approximation of \( p(x|C_j) \) due to the inherent nature of parametric representation, but also due to the limited amount of training data, resulting in a possibly poor representation.\]
chosen class = \[
\begin{cases}
C_1 & \text{if } \frac{1}{N_v} \left[ \log \hat{p}(X|C_1) - \log \hat{p}(X|C_2) \right] \geq \frac{1}{N_v} \log \frac{\varphi(X|C_2)P(C_2)}{\varphi(X|C_1)P(C_1)} \\
C_2 & \text{otherwise}
\end{cases}
\] (2.13)

Let us define

\[
\mathcal{L}(X|C_j) = \frac{1}{N_v} \sum_{i=1}^{N_v} \log \hat{p}(X|C_j)
\] (2.14)

which can be interpreted as the (approximate) average log likelihood of \(X\). Hence (2.11) can be modified accordingly:

\[
\text{chosen class} = \begin{cases}
C_1 & \text{if } \mathcal{L}(X|C_1) - \mathcal{L}(X|C_2) \geq \frac{1}{N_v} \log \frac{\varphi(X|C_2)P(C_2)}{\varphi(X|C_1)P(C_1)} \\
C_2 & \text{otherwise}
\end{cases}
\] (2.15)

We now define

\[
\Lambda(X) = \mathcal{L}(X|C_1) - \mathcal{L}(X|C_2)
\] (2.16)

Since the true form of the pdf \(p(x|C_j)\) is unknown, the “correction” function, \(\varphi(x|C_j)\), is also unknown. Moreover, in real life situations the a-priori probabilities \(P(C_1)\) and \(P(C_2)\) are often not known. Hence in practice, \(\frac{1}{N_v} \log \frac{\varphi(X|C_2)P(C_2)}{\varphi(X|C_1)P(C_1)}\) is replaced with an empirically found threshold, \(t\). Substituting \(\Lambda(X)\) and \(t\) into (2.15) yields:

\[
\text{chosen class} = \begin{cases}
C_1 & \text{if } \Lambda(X) \geq t \\
C_2 & \text{otherwise}
\end{cases}
\] (2.17)

Strictly speaking, the normalisation factor \(\frac{1}{N_v}\) is not necessary to make a decision. However, in practical situations variable length observations are often encountered. Since \(\Lambda(X)\) is observation length independent, it allows the approximation of the distributions of \(\Lambda(X)\) for true clients and known impostors, which in turn simplifies the selection of the threshold.
2.4 Gaussian Mixture Model

The approximation $\hat{p}(x|C_j)$ is represented by a Gaussian Mixture Model (GMM), which is capable of modelling arbitrarily complex densities [144]. For client $K$, $\mathcal{L}(X|C_2)$ is replaced by $\mathcal{L}(X|\lambda_K)$ (defined in Section 2.4.2) and $\mathcal{L}(X|C_1)$ is replaced by $\mathcal{L}(X|\lambda_K)$, defined as:

$$\mathcal{L}(X|\lambda_K) = \frac{1}{N_V} \log p(X|\lambda_K) \quad (2.18)$$

where

$$\log p(X|\lambda_K) = \sum_{i=1}^{N_V} \log p(x_i|\lambda_K) \quad (2.19)$$

$$p(x|\lambda) = \sum_{g=1}^{N_G} m_g \mathcal{N}(x|\mu_g, \Sigma_g) \quad (2.20)$$

and

$$\lambda = \{m_g, \mu_g, \Sigma_g\}_{g=1}^{N_G} \quad (2.22)$$

is the parameter set. Here, $N_G$ is the number of Gaussians, $m_g$ is the weight for Gaussian $g$ (with constraints $\sum_{g=1}^{N_G} m_g = 1$ and $\forall g : m_g \geq 0$), and $\mathcal{N}(x|\mu, \Sigma)$ is a $D$-dimensional Gaussian function with mean $\mu$ and covariance matrix $\Sigma$:

$$\mathcal{N}(x|\mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^D |\Sigma|}} \exp \left[ -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right] \quad (2.23)$$

2.4.1 Maximum Likelihood Parameter Estimation

Given a set of training vectors, $X = \{x_i\}_{i=1}^{N_V}$, the GMM parameters ($\lambda$) are estimated using the Maximum Likelihood (ML) principle:

$$\lambda = \arg \max_\lambda \left[ p(X|\lambda) \right] \quad (2.24)$$

The estimation problem can be solved using a particular instance of the Expectation Maximisation (EM) algorithm [42, 109, 116, 143]. As its name suggests, the EM algorithm is comprised of iterating two steps: the expectation step, followed by the maximisation step. GMM parameters generated by the previous iteration ($\lambda^{\text{old}}$) are used by the current iteration to generate a new set of parameters ($\lambda^{\text{new}}$), such that:

$$p(X|\lambda^{\text{new}}) \geq p(X|\lambda^{\text{old}}) \quad (2.25)$$

The process is repeated until convergence or until the increase in the likelihood after each iteration falls below a pre-defined threshold. The initial estimate is typically provided by the $k$-means
clustering algorithm [46] (described later). One iteration of the EM algorithm, specific to GMMs, is implemented as follows:

\[
\text{for } g = 1, \ldots, N_G : \quad \text{for } i = 1, \ldots, N_V : \quad l_{g,i} = \frac{m_g \mathcal{N}(x_i | \mu_g, \Sigma_g)}{\sum_{n=1}^{N_G} m_n \mathcal{N}(x_i | \mu_n, \Sigma_n)}
\]  

(2.26)

\[
\text{for } g = 1, \ldots, N_G :
\begin{align*}
L_g &= \sum_{i=1}^{N_V} l_{g,i} \\
\hat{m}_g &= \frac{L_g}{N_V} \\
\hat{\mu}_g &= \frac{1}{L_g} \sum_{i=1}^{N_V} x_i l_{g,i} \\
\hat{\Sigma}_g &= \frac{1}{L_g} \sum_{i=1}^{N_V} (x_i - \hat{\mu}_g) (x_i - \hat{\mu}_g)^T l_{g,i} \\
&= \frac{1}{L_g} \left[ \sum_{i=1}^{N_V} x_i x_i^T l_{g,i} \right] - \hat{\mu}_g \hat{\mu}_g^T
\end{align*}
\]  

(2.27)  

(2.28)  

(2.29)  

(2.30)  

(2.31)

Once all \( \hat{m}_g, \hat{\mu}_g, \hat{\Sigma}_g \) are found, the parameters are updated:

\[
\{ \hat{m}_g, \hat{\mu}_g, \hat{\Sigma}_g \}_{g=1}^{N_G} = \left\{ \hat{m}_g, \hat{\mu}_g, \hat{\Sigma}_g \right\}_{g=1}^{N_G}
\]  

(2.33)

In the above, \( l_{g,i} \in [0,1] \) is the a-posteriori probability of Gaussian \( g \) given \( x_i \) and current parameters. Thus the estimates \( \hat{\mu}_g \) and \( \hat{\Sigma}_g \) are merely weighted versions of the sample mean and sample covariance, respectively. For a derivation of the EM algorithm for GMM parameters, the reader is directed to [24, 143, 144] or Appendix B.

Overall, the algorithm is a hill climbing procedure for maximising \( p(X|\lambda) \). While it may not reach a global maximum, it is guaranteed to monotonically converge to a saddle point or a local maximum [42, 46, 114]. The above implementation can also be interpreted as an unsupervised probabilistic clustering procedure, with \( N_G \) being the assumed number of clusters.

While the initial estimate of \( \lambda \) can be initialised to sensible quasi-random values\(^4\), faster convergence can be achieved when the initial estimate is provided via the \( k \)-means clustering algorithm [46], described below.

---

\(^4\)By “sensible quasi-random values” we mean that the initial means are set to be equal to randomly selected data vectors, diagonal elements of covariance matrices set to 1 (with other elements set to zero) and all weights equal.
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2.4. Gaussian Mixture Model

$k$-means

We use the Kronecker delta function, $\delta(\cdot, \cdot)$, which has a value of 1 if its two arguments match and 0 if they do not. We also use a rand$(\min, \max)$ function, which generates a uniformly distributed random integer value in the $[\min, \max]$ interval. The essence of the $k$-means algorithm is described using the following pseudo-code:

01: for $g = 1$, $\cdots$, $N_G$
02: $\mu_g = x_{\text{rand}(1,N_V)}$ // randomly select initial means
03: endfor
04: loop = 1
05: endloop = 10 // empirically chosen termination condition (see Section 2.6.2)
06: finished = FALSE
07: while finished $\neq$ TRUE
08: for $i = 1$, $\cdots$, $N_V$
09: $y_i = \text{arg min}_{g=1, \cdots, N_G} ||\mu_g - x_i||$ // label each vector as belonging to its closest mean
10: endfor
11: for $g = 1$, $\cdots$, $N_G$
12: $n_g = \sum_{i=1}^{N_V} \delta(y_i, g)$ // count the number of vectors assigned to each mean
13: $\hat{\mu}_g = \frac{1}{n_g} \sum_{i=1}^{N_V} x_i \delta(y_i, g)$ // find the new mean using vectors assigned to the old mean
14: endfor
15: same = TRUE
16: for $g = 1$, $\cdots$, $N_G$
17: if $\hat{\mu}_g \neq \mu_g$ // see if the means have changed since the last iteration
18: same = FALSE
19: endif
20: endfor
21: loop = loop + 1
22: if (same == TRUE) or (loop > endloop)
23: finished = TRUE // finish if the means haven’t changed since the last iteration
24: endif // or the maximum number of iterations has been reached
25: for $g = 1$, $\cdots$, $N_G$
26: $\mu_g = \hat{\mu}_g$ // update the mean vectors
27: endfor
28: endwhile

In practise it is possible that while iterating at least one of the means has no vectors assigned to it, becoming a “dead” mean. This can be due to an unfortunate starting point and/or a lack of data. As such, an additional heuristic is required to attempt to resolve this situation. One example of resurrecting a “dead” mean is to make it equal to one of the vectors that has been assigned to the most “popular” mean, where the most “popular” mean is the mean that currently has the most vectors assigned to it.
Once the estimated means, \( \{\mu_g\}_{g=1}^{NG} \), have been found, the initial weights, \( \{m_g\}_{g=1}^{NG} \), and initial covariance matrices, \( \{\Sigma_g\}_{g=1}^{NG} \), are estimated as follows:

\[
m_g = \frac{n_g}{N_V}
\]

\[
\Sigma_g = \frac{1}{n_g} \sum_{i=1}^{N_V} (x_i - \mu_g)(x_i - \mu_g)^T \delta(y_i, g)
\]

where \( n_g \) is defined on line 12 of the pseudo-code and \( y_i \) on line 9.

The \( k \)-means algorithm can be interpreted as a special case of the EM algorithm for GMMs. Instead of each vector being assigned a set probabilities as to which Gaussian it belongs to, each vector is assigned to only one Gaussian. Furthermore, it is assumed that the covariance matrix of each Gaussian is diagonal. We also note that the \( k \)-means algorithm can also be implemented in a somewhat different manner, for example the “splitting” LBG algorithm [97].

### 2.4.2 Impostor Likelihood

#### Background Model Set

For optimum performance, the impostor model would cover observations from all possible impostors for client \( K \). However, by its very definition, such a requirement is ill-posed. One method to approximate the impostor model is through the use of a composite model, which is comprised of models belonging to people other than the client [146, 154] (also known as cohort models [51, 153]). In this chapter, we shall refer to such a set as the Background Model Set (BMS).

In the BMS approach, the average log likelihood that the claim for person \( K \)’s identity is from an impostor is calculated using a set of models, \( B = \{\lambda_b\}_{b=1}^{NB} \):

\[
\mathcal{L}(X|\lambda_K) = \log \left[ \frac{1}{NB} \sum_{b=1}^{NB} \exp \mathcal{L}(X|\lambda_b) \right]
\]

where \( \exp \mathcal{L}(X|\lambda_b) \) can be interpreted as \( p(X|\lambda_b) \) which has been normalised to take into account the length of the observation.

In this work we have used the method described by Reynolds [146] to select the BMS for each client. The method is summarised as follows. Using training data, pair-wise distances between each client model are found. For models \( \lambda_D \) and \( \lambda_E \) with corresponding training feature vector sets \( X_D \) and \( X_E \) (which were used during the construction of the models), the distance is defined as:

\[
d(\lambda_D, \lambda_E) = |\mathcal{L}(X_D|\lambda_D) - \mathcal{L}(X_D|\lambda_E)| + |\mathcal{L}(X_E|\lambda_E) - \mathcal{L}(X_E|\lambda_D)|
\]
from the client. This is demonstrated by inspecting Eqn. (2.16) where both terms would contain similar likelihoods, leading to an unreliable opinion on the claim.

For a given client model \( \lambda_K \), \( N_\Phi \) closest models \( (N_\Phi \geq N_B) \) are placed in a temporary set \( \Phi \). Similarly, \( N_\Psi \) farthest models \( (N_\Psi \geq N_B) \) are placed in a temporary set \( \Psi \). Maximally spread models from the \( \Phi \) set are moved to set \( B_{\text{close}} \) using the following procedure:

1. Move the closest model from \( \Phi \) to \( B_{\text{close}} \).
2. Move \( \lambda_i \) from \( \Phi \) to \( B_{\text{close}} \), where \( \lambda_i \) is found using:
   \[
   \lambda_i = \arg \max_{\lambda_j \in \Phi} \left[ \sum_{\lambda_b \in B_{\text{close}}} \frac{d(\lambda_b, \lambda_j)}{d(\lambda_K, \lambda_j)} \right]
   \]
   (2.38)
3. Repeat step (2) until \( N_{B_{\text{close}}} = \frac{N_\Phi}{2} \), where \( N_{B_{\text{close}}} \) is the cardinality of \( B_{\text{close}} \).

Next, maximally spread models from the \( \Psi \) set are moved to set \( B_{\text{far}} \) using the following procedure:

1. Move the farthest model from \( \Psi \) to \( B_{\text{far}} \).
2. Move \( \lambda_i \) from \( \Psi \) to \( B_{\text{far}} \), where \( \lambda_i \) is found using:
   \[
   \lambda_i = \arg \max_{\lambda_j \in \Psi} \left[ \sum_{\lambda_b \in B_{\text{far}}} d(\lambda_b, \lambda_j) \frac{d(\lambda_K, \lambda_j)}{d(\lambda_K, \lambda_j)} \right]
   \]
   (2.39)
3. Repeat step (2) until \( N_{B_{\text{far}}} = \frac{N_\Psi}{2} \), where \( N_{B_{\text{far}}} \) is the cardinality of \( B_{\text{far}} \).

Finally, \( B = B_{\text{close}} \cup B_{\text{far}} \). The above procedures for selecting maximally spread models are required to reduce redundancy in the \( B \) set \([146]\).

**Universal Background Model**

An alternative approach to approximate the impostor model is via the use of the Universal Background Model (UBM), also known as a world model \([104, 149]\). In this approach, pooled training data from a large number of subjects is used to construct a large mixture model as per Section 2.4.1. The average log likelihood that the claim for person \( K \)'s identity is from an impostor is calculated using:

\[
L(X|\lambda_K) = L(X|\lambda_{UBM})
\]
(2.40)

The advantage is that the impostor likelihood is now client independent (as opposed to the BMS approach). Moreover, it has been found \([148]\) that instead of constructing the client models directly from training data (using the ML version of the EM algorithm), lower error rates can be obtained when the models are generated by adapting the UBM using a form of maximum a-posteriori (MAP) adaptation \([55, 149]\).
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2.5 Error Measures (FAR, FRR, EER)

A full description of MAP adaptation is out of the scope of this chapter (the reader is referred to [54, 55, 74, 149] for details). The update equations are summarised as follows. Given UBM parameters $\lambda_{UBM} = \{\tilde{m}_g, \tilde{\mu}_g, \tilde{\Sigma}_g\}_{g=1}^{NG}$ and a set of training feature vectors for a specific client, $X = \{x_i\}_{i=1}^{NV}$, the estimated weights ($\hat{m}_g$), means ($\hat{\mu}_g$), and covariances ($\hat{\Sigma}_g$) are found as per Eqns. (2.28)-(2.31). The parameters, $\lambda = \{m_g, \mu_g, \Sigma_g\}_{g=1}^{NG}$, are updated using:

$$
m_g = [\alpha \hat{m}_g + (1 - \alpha) \tilde{m}_g] \gamma$$

$$\mu_g = \alpha \hat{\mu}_g + (1 - \alpha) \tilde{\mu}_g$$

$$\Sigma_g = \left[\alpha \left(\hat{\Sigma}_g + \hat{\mu}_g \hat{\mu}_g^T\right) + (1 - \alpha) \left(\tilde{\Sigma}_g + \tilde{\mu}_g \tilde{\mu}_g^T\right)\right] - \mu_g \mu_g^T$$

where $\gamma$ is a scale factor to make sure all weights sum to 1, while $\alpha = \frac{L_g}{L_g + r}$ is a data-dependent adaptation coefficient ($L_g$ is found using Eqn. (2.27)) where $r$ is a fixed relevance factor (for speech derived data, typically $r \in [8, 20]$, see [149]). It must be noted that UBM components tend to be only adapted if there is sufficient correspondence with client training data. Thus to prevent the final client models not being specific enough (leading to poor performance), the UBM must adequately represent the general client population.

2.5 Error Measures (FAR, FRR, EER)

Since the verification system is inherently a two-class decision task, it follows that the system can make two types of errors. The first type of error is a False Acceptance (FA), where an impostor is accepted. The second error is a False Rejection (FR), where a true claimant is rejected. The performance of verification systems is generally measured in terms of False Acceptance Rate (FAR) and False Rejection Rate (FRR), defined as:

$$\text{FAR} = 100\% \times \frac{\text{number of FAs}}{\text{number of impostor presentations}}$$

$$\text{FRR} = 100\% \times \frac{\text{number of FRs}}{\text{number of true claimant presentations}}$$

Since the errors are related, minimising the FAR typically increases the FRR (and vice versa). The trade-off between FAR and FRR is adjusted by using the threshold $t$ in Eqn. (2.17). Depending on the application, more emphasis may be placed on one error over the other. For example, in a high security environment, it may be desired to have the FAR as low as possible, even at the expense of a high FRR.

The trade-off between FAR and FRR can be graphically represented by a Receiver Operating Characteristics (ROC) plot or a Detection Error Trade-off (DET) plot [44]. The ROC plot is on a linear scale, while the DET plot is on a non-linear scale (which can improve the visual appearance of the curves).
To aid the interpretation of performance, the two error measures are often combined into one measure, called the Half Total Error Rate (HTER), which is defined as:

$$HTER = \frac{(FAR+FRR)}{2} \quad (2.47)$$

The HTER can be thought of as a particular case of the Decision Cost Function (DCF) [18, 44]:

$$DCF = \text{cost}(\text{FR}) \cdot P(\text{true claimant}) \cdot FRR + \text{cost}(\text{FA}) \cdot P(\text{impostor}) \cdot \text{FAR} \quad (2.48)$$

where $P(\text{true claimant})$ is the prior probability that a true claimant will be presented to the system, $P(\text{impostor})$ is the prior probability that an impostor will be presented, cost(FR) is the cost of a false rejection and cost(FA) is the cost of a false acceptance. For the HTER, we have $P(\text{true face}) = P(\text{impostor face}) = 0.5$ and the costs are set to 1.

A particular case of the HTER, known as the Equal Error Rate (EER), occurs when the system is adjusted (e.g. via tuning the threshold) so that FAR = FRR on a particular dataset. We use a global threshold (common across all clients) tuned to obtain the lowest EER on the test set, following the approach often used in speaker verification [44, 51, 128]. However, we note that the posterior selection of the threshold can place an optimistic bias on the results [21].

2.6 Implementation Issues

2.6.1 EM Algorithm

Reynolds [144] suggested that the EM algorithm generally converges in 10 to 15 iterations, with further iterations resulting in only minor increases of the likelihood $p(X|\lambda)$. Since the EM algorithm can be computationally expensive, the maximum number of iterations has been limited to 10 in all experiments reported in this work.

2.6.2 k-means

The $k$-means algorithm is used to provide an initial estimate of the GMM parameters $\lambda = \{m_g, \mu_g, \Sigma_g\}_{g=1}^{NG}$ which are used as a seed by the EM algorithm. In addition to not providing a solution optimal in the ML sense, $k$-means is computationally expensive (the number of operations is dependent on the size of the training set and number of Gaussians). It is the author’s experience that it is only necessary to run a fixed number of iterations of the algorithm before passing the seed solution to the EM algorithm; the adequate number of iterations has been empirically found to be about 10. Letting $k$-means converge to its (locally) “perfect” solution usually takes a much larger number of iterations but still results in a very similar final solution by the EM algorithm.

The heart of the $k$-means algorithm is the $||a - b||$ operation which is the Euclidean distance between $a$ and $b$. To prevent one of the dimensions dominating the result (due to a relatively large
variance), it is necessary to first transform the training data, \( X = \{ x_i \}_{i=1}^{N_V} \), so that each dimension has zero mean and unit variance:

\[
\hat{X} = \{ T(x_i) \}_{i=1}^{N_V}
\]

where the transformation function \( T(\cdot) \) is defined as:

\[
T(x) = \left[ \frac{1}{\sigma_d} (x_d - \mu_d) \right]_{d=1}^{D}^T
\]

and the corresponding inverse function is:

\[
T^{-1}(\hat{x}) = \left[ \sigma_d \hat{x}_d + \mu_d \right]_{d=1}^{D}^T
\]

where \( \sigma_d \) and \( \mu_d \) are the standard deviation and the mean for the \( d \)-th dimension of \( D \)-dimensional training data \( X \), respectively.

Once the estimated means are found through \( k \)-means, the inverse transformation \( T^{-1}(\cdot) \) is applied to them before the estimated covariances are calculated [Eqn. (2.35)] using the original data, \( X \).

2.6.3 Impostor Likelihood

When using the BMS approach to calculate the impostor likelihood, one would like to use as many background persons as possible. However, as more clients are enrolled in a system, allowing the use of their models in the BMS, the slower the system would become. Due to this practical consideration, as well as the need for fixed experiment conditions, the size of the BMS is limited to 10 models.

2.6.4 Type of Covariance Matrix

The general definition of a GMM (see Section 2.4) supports full covariance matrices, i.e. a covariance matrix with all its elements. However, like many researchers, in this work we shall use diagonal covariance matrices. The reasons are explained below:

- GMMs using diagonal covariance matrices are significantly less computationally expensive to train and use than GMMs using full covariance matrices, as the inverse of a \( D \times D \) matrix is not required [see Eqn. (2.23)]. Instead, only the inverse of individual diagonal elements is required.

- Density modelling using an \( N_G \)-Gaussian full covariance GMM can be well approximated using a diagonal covariance GMM with a larger number of components. Moreover, diagonal covariance GMMs with \( N_G > 1 \) can model distribution of feature vectors with correlated elements [149].
• Using diagonal covariance matrices reduces the number of unknown parameters. Thus less training data is required than for full covariance matrices [46].

• It has been empirically observed that diagonal covariance GMMs outperform full covariance GMMs [146, 147, 149].
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3.1 Overview

In this chapter we first describe the difference between text-dependent and text-independent systems. A review of the human speech production process is then given, followed by a review of feature extraction approaches used in a speaker verification system. Mel Frequency Cepstral Coefficients (MFCCs), delta features and Cepstral Mean Subtraction (CMS) are covered. An alternative feature set, termed Maximum Auto-Correlation Values (MACVs), which uses information from the source part of the speech signal, is also covered. A parametric Voice Activity Detector (VAD), used for disregarding silence and noise segments of the speech signal, is briefly described.

Experiments on the telephone speech NTIMIT dataset confirm the correct implementation of the Gaussian Mixture Model classifier (described in Chapter 2) and the MFCC feature extractor by obtaining virtually the same results as presented by Reynolds in [146]. Further experiments show that the performance degradation of a verification system used in noisy conditions can be reduced by extending the feature vectors with MACV features.

3.2 Text-Dependent vs Text-Independent Systems

Speech based verification systems fall into two categories: text-dependent and text-independent. In a text-dependent system, the claimant must recite a phrase specified by the system. This is in contrast to a text-independent system, where the claimant can say whatever he or she wishes. The main advantage of a text-independent system is the general absence of idiosyncrasies in the task definition, which allows the system to be applied to many tasks\(^1\) [44]. For this reason, in this work we concentrate on the latter category.

\(^1\)One of the examiners of this work has also pointed out that “text-dependent systems provide lower error rates and require less enrolment data than text-independent systems. For that reason, most, if not all of the commercially deployed speaker verification systems are text-dependent. A further observation is that even if the verification system operates in a text-dependent mode, the models could still be text-independent.”
3.3 Speech Production Process

Speech can be categorised into two main sound types: voiced and unvoiced. Voiced sounds are produced as follows. Quasi-periodic opening and closing of the vocal folds, measured in terms of fundamental or pitch frequency (often abbreviated as $F_0$), generates a glottal wave composed of energy at $F_0$ and at harmonics of $F_0$ (i.e. integral multiples of $F_0$). The glottal wave is then passed through the vocal tract (see Figure 3.1). The vocal tract can be modelled as an acoustic tube (starting at the vocal folds and terminating at the lips) with resonances and anti-resonances. The resonances are referred to as formants, and are abbreviated to $F_i$, where $F_1$ is the formant with the lowest frequency. The vocal tract, in effect, amplifies energy around formant frequencies and attenuates energy at anti-resonant frequencies. Formant frequencies are changed by modifying the configuration of the articulators (such as the tongue, jaw, lips and teeth), allowing the production of different sounds (e.g. $\Lambda$ vs $\epsilon$\textsuperscript{2}). In normal speech the articulators are almost constantly moving, indicating that voiced sounds are at best quasi-stationary over short periods of time (tens of milliseconds) [162].

The opening and closing of the vocal folds is accomplished by the following mechanism. At the start of the cycle the vocal folds are closed. Air pressure beneath the vocal folds is increased (due to the constriction of the lungs) and once it overcomes the resistance of the vocal fold closure, it

\[2\text{Here we use the International Phonetic Alphabet [75]. The sound } [\Lambda]\text{ occurs in the underlined portion of these words: cup, but, while the sound } [\epsilon]\text{ occurs in head and bet.}\]
forces the vocal folds apart. Shortly afterwards the air pressure is temporarily equalised, and the vocal folds close again, completing the cycle. The cycle has a frequency in the approximate ranges of 60-160 Hz for males and 160-400 Hz for females [73, 131] (average values are approximately 132 Hz and 223 Hz for males and females, respectively [167]). Changes in $F_0$ by the speaker are used to denote prosodic information, such as whether a spoken sentence is a statement or a question. While most speakers are capable of changing their $F_0$ by two octaves, variation of $F_0$ is limited in normal speech since extremes of $F_0$ require increased labour.

During the production of unvoiced sounds, the vocal folds do not vibrate (they remain open). Instead, some of the articulators constrict a point in the vocal tract, causing high speed air flow, which in turn produces an aperiodic noise-like signal. The signal is then shaped by the section of the vocal tract in front of the constriction.

As a simplification, the speech signal production process can be thought of as being composed of two parts:

1. The source part. Here the source signal may be either periodic, resulting in voiced sounds, or noisy and aperiodic, resulting in unvoiced sounds.
2. The filter part. Here the source signal is filtered to produce a particular sound.

Thus for voiced sounds the source part generates a signal with spectral energy concentrated at $F_0$ (the fundamental frequency) and all its harmonics. The signal is then filtered by the filter part, where the required formants are emphasised, while other parts of the signal are attenuated.

Apart from linguistic information, speech carries person dependent information due to the largely unique configuration of the vocal tract and vocal folds for each person. This causes the time course of $F_0$ and the formant frequencies to be person dependent [162].

### 3.4 Feature Extraction From Speech Signals

Popular speech based verification systems use information from the filter part in the form of a short-time Fourier spectrum represented by Mel Frequency Cepstral Coefficients (MFCCs) [12, 44, 146, 149]. While MFCC features are quite effective for discriminating speakers, they are affected by channel distortion and/or ambient noise. This causes a degradation in the performance of a verification system due to a mismatch between training and testing conditions. There are two popular techniques to reduce the effects of channel distortion and ambient noise: the use of delta (regression) features [50, 165] and Cepstral Mean Subtraction (CMS) [50].

Wildermoth and Paliwal [189] proposed an alternative feature set, termed Maximum Auto-Correlation Values (MACVs), which utilises information from the source part of the speech signal; as will be shown, the use of MACV features reduces the performance degradation present due to mismatched conditions.
3.4.1 MFCC Features

In MFCC feature extraction, the speech signal is analysed on a frame by frame basis, with a typical frame length of 20 ms and a frame advance of 10 ms. For a frame length of 20 ms it can be assumed that the speech signal is stationary, allowing the computation of the short-time Fourier spectrum [129].

Let us denote the speech frame as $s^T = [s_i]_{i=1}^{N_S}$, where $N_S$ is the number of samples (for a speech signal sampled at 8 kHz, $N_S = 160$ when using 20 ms frames). Each frame is multiplied by a Hamming window to reduce the effects of spectral leakage [140]:

$$\hat{s}_i = s_i h_i, \quad i = 1, 2, \ldots, N_S$$

(3.1)

where

$$h_i = 0.54 - 0.46 \cos \left( \frac{2\pi(i - 1)}{N_S - 1} \right), \quad i = 1, 2, \ldots, N_S$$

(3.2)

The complex spectrum of $\hat{s}^T = [\hat{s}_i]_{i=1}^{N_S}$ is then obtained using the Fast Fourier Transform (FFT) algorithm [139, 140]. The square of the magnitude of the complex spectrum is represented as $\tilde{s}$ (in our experiments we use a 2048 point representation).

A set of triangular-shaped filters is spaced according to the Mel-scale [135], simulating the processing done by the human ear [73, 119, 120]. For filters chosen to cover the telephone bandwidth, the centre frequencies are (in Hz): 300, 400, 500, 600, 700, 800, 900, 1000, 1149, 1320, 1516, 1741, 2000, 2297, 2639, 3031 and 3482. Moreover, to simulate critical bandwidths [135], the upper and lower passband frequencies of each filter are the centre frequencies of adjacent filters. For the filter centred at 300 Hz, the lower passband frequency is 200 Hz, while the upper passband frequency for the filter centred at 3482 Hz is 4000 Hz. The responses of $N_F = 17$ filters are shown in Figure 3.2.

Let $f_i$ be the magnitude-squared response of the $i$-th filter in the frequency domain. The energy output of each filter is obtained using:

$$e_i = f_i^T \tilde{s}, \quad i = 1, 2, \ldots, N_F$$

(3.3)

The above equation can be rewritten to obtain an $N_F$-dimensional energy vector $e$:

$$e = F^T \tilde{s}$$

(3.4)

where $F = [f_1 f_2 \cdots f_{N_F}]$. We note that Eqn. (3.4) can be interpreted as a form of dimensionality reduction. In effect, the energy vector $e$ represents the smoothed (Mel-warped) spectrum of $\tilde{s}$, which is a good representation of the filter part of speech [162].

In order to obtain amplitude normalisation, as well as to take into account the diagonal covariance matrix constraint in the GMM classifier (see Section 2.6.4), a form of 1D Discrete Cosine Transform (1D DCT) [59] is applied to the log version of $e$.
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Figure 3.2: An example of a Mel-scale filter bank.

\[ g_i = \frac{1}{N_F} \sum_{j=1}^{N_F} \log(e_j) \cos \left( \frac{\pi(i - 1)(2j - 1)}{2N_F} \right) \quad i = 1, 2, \ldots, N_F \quad (3.5) \]

One reason for using the log version of \( e \) is explained in Section 3.4.2. Eqn. (3.5) can be rewritten in matrix notation:

\[ \mathbf{g} = \mathbf{C}^T \mathbf{e}_{\log} \quad (3.6) \]

where

\[ \mathbf{e}_{\log}^T = [ \log(e_i) ]_{i=1}^{N_F} \quad (3.7) \]

and \( \mathbf{C} = [ \mathbf{c}_1 \mathbf{c}_2 \cdots \mathbf{c}_{N_F} ] \), where

\[ \mathbf{c}_i = \left[ \frac{1}{N_F} \cos \left( \frac{\pi(i - 1)(2j - 1)}{2N_F} \right) \right]_{j=1}^{N_F} \quad i = 1, 2, \cdots, N_F \quad (3.8) \]

are the 1D DCT basis vectors.

In Eqn. (3.5), it can be seen that \( g_1 \) represents the average log energy of the spectrum. Since we prefer to use a feature set which is not susceptible to varying background noise and loudness of speech, \( g_1 \) is omitted, resulting in a \((N_F - 1)\)-dimensional MFCC feature vector:

\[ \mathbf{x} = [ g_2 \ g_3 \ \cdots \ g_{N_F} ]^T \quad (3.9) \]

Disregarding \( g_1 \) can be interpreted as a form of amplitude normalisation.
Another popular speech feature extraction method is based on Linear Prediction Cepstral Coefficients (LPCC) [129], which originated from speech compression applications [8, 73, 103]. However, MFCC features are used for experiments in this work since it has been suggested that they are generally more robust than LPCC features for speaker recognition applications [145].

3.4.2 CMS Features

Let us assume that a signal $z$ is comprised of an original speech signal $a$ that is being filtered by a channel\(^3\) $b$:

$$z = a \ast b$$  \hspace{1cm} (3.10)

where $\ast$ denotes the convolution operation. Thus in the frequency domain the above translates to:

$$Z = AB$$  \hspace{1cm} (3.11)

where $Z$, $A$ and $B$ are the spectra of $z$, $a$ and $b$, respectively. Taking the logarithm of Eqn. (3.11) yields:

$$\log(Z) = \log(A) + \log(B)$$  \hspace{1cm} (3.12)

Hence in the log domain, the speech signal and the channel are superimposed. As the energy vector $e$ from Eqn. (3.4) represents the smoothed (Mel-warped) spectrum, Eqn. (3.11) is analogous to:

$$e^T = [e_i]_{i=1}^{N_F} = [e^a_i e^b_i]_{i=1}^{N_F}$$  \hspace{1cm} (3.13)

where $e^a$ and $e^b$ represent the smoothed spectrum of $a$ and $b$, respectively. Taking the log of (3.13) yields:

$$e^T_{\log} = [\log(e_i)]_{i=1}^{N_F} = \left[\log(e^a_i) + \log(e^b_i)\right]_{i=1}^{N_F}$$  \hspace{1cm} (3.14)

Applying 1D DCT decorrelation to $e_{\log}$ yields:

$$g = C^T \left(e^a_{\log} + e^b_{\log}\right)$$  \hspace{1cm} (3.15)

$$= C^T e^a_{\log} + C^T e^b_{\log}$$  \hspace{1cm} (3.16)

$$= g^a + g^b$$  \hspace{1cm} (3.17)

\(^3\)For example, a telephone channel.
Thus the effect of the channel is an additive component on the MFCC feature vector:

\[ \mathbf{x} = \mathbf{x}^a + \mathbf{x}^b \]  

(3.18)

Let us define the mean MFCC feature vector for an entire utterance, \( \{ \mathbf{x}_i \}_{i=1}^{N_V} \), as:

\[ \mathbf{x}^\mu = \frac{1}{N_V} \sum_{i=1}^{N_V} \mathbf{x}_i \]  

(3.19)

\[ = \frac{1}{N_V} \sum_{i=1}^{N_V} (\mathbf{x}_i^a + \mathbf{x}_i^b) \]  

(3.20)

\[ = \frac{1}{N_V} \sum_{i=1}^{N_V} \mathbf{x}_i^a + \frac{1}{N_V} \sum_{i=1}^{N_V} \mathbf{x}_i^b \]  

(3.21)

Assuming that channel characteristics are time invariant leads to:

\[ \mathbf{x}^\mu = \left( \frac{1}{N_V} \sum_{i=1}^{N_V} \mathbf{x}_i^a \right) + \mathbf{x}^b \]  

(3.22)

Moreover, if we assume that speech energy is uniformly distributed over the entire spectrum for the duration of the utterance (i.e., the average speech spectrum is flat), then the term \( \frac{1}{N_V} \sum_{i=1}^{N_V} \mathbf{x}_i^a \) tends toward zero [13]. Thus \( \mathbf{x}^b \) can be found using Eqn. (3.19) and we can obtain channel compensated vectors using:

\[ \{ \mathbf{x}_i^{\text{comp}} \}_{i=1}^{N_V} = \{ \mathbf{x}_i - \mathbf{x}^\mu \}_{i=1}^{N_V} \]  

(3.23)

The above procedure is known as Cepstral Mean Subtraction (CMS) and Cepstral Mean Normalisation (CMN) [9, 13, 50, 145, 147].

As shown in Eqn. (3.22), the mean feature vector also represents the average speech spectrum; in most practical applications the length of the utterance is not long enough for the second assumption to be valid [13, 58], thus removal of the mean from MFCC features is a double-edged sword: on one hand it makes the verification system more robust to channel mismatches, while on the other it reduces the accuracy of the system in matched conditions (since the average speech spectrum contains speaker information).

In Eqn. (3.22) it is assumed that the channel characteristics are not changing over time. However, if the characteristics are time-variant, an adaptive bias removal method, such as RASTA processing [68, 69], can be used.

For the sake of convenience, we shall refer to MFCC features with CMS applied simply as CMS features.
3.4.3 Delta (Δ) Features

It has been shown that transitional spectrum information contains information which is relatively complementary to instantaneous spectral information, as well as being less affected by channel effects [165]. Given a sequence of instantaneous spectrum feature vectors, \( \{x_i\}_{i=1}^{N_V} \), the corresponding transitional spectrum feature vectors are calculated using a modified 1st order orthogonal polynomial fit [50, 79, 165]:

\[
\Delta x_i = \frac{\sum_{k=-K}^{K} h_k k x_{i+k}}{\sum_{k=-K}^{K} h_k k^2} \quad \text{for} \quad i = (K + 1) \text{ to } (N_V - K) \quad (3.24)
\]

where \( h \) is a \( 2K + 1 \) dimensional symmetric window vector. Typically, \( K = 2 \) and a rectangular window is used [12, 147, 149] (thus \( \Delta x_i \) is the slope of the least squares linear fit over the duration of the window).

Transitional spectrum features are better known as delta features. Consequently, instantaneous spectrum features are often referred to as static features [147].

While being more robust to channel effects, delta features do not perform as well as static features in matched conditions [165]. Thus it is general practice to combine the two feature sets by concatenating the delta feature vector with the static feature vector:

\[
y = [x^T \Delta x^T]^T \quad (3.25)
\]

If we treat the delta and static features as two separate sources of information, then the above concatenation operation can be interpreted as a form of information fusion (see Chapter 6 for more information).

Since it is convenient to have the same number of delta and static feature vectors, the “missing” delta feature vectors are generated using:

\[
\Delta x_i = \Delta x_K \quad \text{for} \quad i = 1 \text{ to } K \quad (3.26)
\]

\[
\Delta x_i = \Delta x_{N_V-K} \quad \text{for} \quad i = (N_V - K + 1) \text{ to } N_V \quad (3.27)
\]

Delta-delta (or acceleration) feature vectors (\( \Delta \Delta x \)) can be obtained by applying Eqn. (3.24) to delta feature vectors. However, it has been suggested that use of delta-delta features provides negligible performance improvements in speaker verification [44].
3.4.4 MACV Features

In MFCC features (and hence CMS and delta features) mainly the filter part of the speech signal is effectively utilised. Two possible ways of using pitch (or pitch-related) information are:

1. Using a dedicated pitch-based verification sub-system and fusing its output with that of a traditional speaker verification system before reaching the final accept/reject decision. The front-end for the dedicated sub-system can be comprised, for example, of a voiced/unvoiced frame detector, followed by a pitch frequency extractor.

2. Incorporating pitch or pitch-related information directly into the feature vector.

In this chapter we will pursue the second approach. The simplest method for detecting the pitch period is by using the auto-correlation function, which for a speech frame $s^T = [ s_i ]_{i=1}^{N_S}$ is defined as [140]:

$$R(k) = \frac{1}{N_S} \sum_{i=1}^{N_S-k} s_i s_{i+k} \quad k = 0, 1, \ldots, N_S - 1 \quad (3.28)$$

If $s$ is periodic with a period equal to $P$ samples, then $\{ R(k) \}_{k=0}^{N_S-1}$ will show a peak at a lag equal to $P$. The pitch frequency is typically between 60-160 Hz for males and 160-400 Hz for females [73, 131], indicating that valid pitch lags are approximately between 2.5ms and 16ms. Thus the period of $s$ can be found by searching for the maximum of $\{ R(k) \}_{k=0}^{N_S-1}$ in the 2.5ms to 16ms range. Due to the harmonic nature of the formants, this approach also allows the recovery of the pitch period when using a telephone channel (which limits the bandwidth of speech signals to between 300 and 3400 Hz).

Unfortunately the auto-correlation method (and other time-domain techniques, such as the Normalised Cross-Correlation Method [7] and the Average Magnitude Difference Method [121, 155]), suffer from pitch doubling and halving as well as other errors [73].

If the signal is periodic with period $P$, it is also periodic with period $2P$, $3P$, etc. Hence, $\{ R(k) \}_{k=0}^{N_S-1}$ will also have maxima at lags equal to $2P$, $3P$, etc. Due to the presence of interfering signals (e.g. noise) and since the speech signal is only quasi-stationary (e.g. the pitch can drift during the duration of the frame), one of the "extra" maxima might be the global maximum. Thus the pitch period can be identified as $2P$, which is referred to as pitch halving. When the $M$-th formant dominates the signal’s energy (which can easily occur when using a telephone channel), there will be a maximum at a lag equal to $P/M$; thus the pitch period can be identified as $P/2$, which is referred to as pitch doubling.

When the speech frame is unvoiced, the above mentioned pitch extraction techniques essentially provide random values [73], indicating that their output cannot be incorporated into the feature vector for each frame.
A feature set known as Maximum Auto-Correlation Values (MACVs) [189] addresses the above problems by deriving pitch related information from the auto-correlation function rather than trying to find the pitch period directly. This is accomplished by dividing the auto-correlation function into several pitch-candidate regions and then finding the maximum value in each region. Formally, the MACV features are obtained as follows:

1. Compute the auto-correlation function \( \{R(k)\}_{k=0}^{N_S-1} \).

2. Normalise \( \{R(k)\}_{k=0}^{N_S-1} \) by its maximum, i.e., \( \{\hat{R}(k)\}_{k=0}^{N_S-1} = \{R(k)/R(0)\}_{k=0}^{N_S-1} \).

3. Divide the higher portion (from 2.5 ms to 16 ms) of \( \{\hat{R}(k)\}_{k=0}^{N_S-1} \) into \( N_M \) equal parts (typically \( N_M = 5 \), see [189]).

4. Find the maximum value of each of the \( N_M \) parts.

5. The \( N_M \) Maximum Auto-Correlation Values (MACVs) form an \( N_M \)-dimensional feature vector.

A conceptual block diagram of this process is shown in Figure 3.3. It should be noted that the MACV feature set can also be considered as a non-linear approximation of the mid-section of the auto-correlation function.

Since the MACVs for an unvoiced frame will be relatively low when compared to MACVs for a voiced frame, the MACV feature set also contains voicing information. Moreover, since the MACV feature set does not attempt to extract salient features of the spectrum for each frame (as in MFCC features) it may be less affected by background noise; this conjecture is experimentally tested in Section 3.5.2.
3.4.5 Voice Activity Detector

In addition to pauses between words, the start and the end of speech signals in many datasets often contains only background noise. Since these segments do not contain speaker dependent information, it would be advantageous to disregard them during modelling and testing. Decomposing a signal into speech and non-speech segments can be approximately accomplished via a Voice Activity Detector (VAD). Rather than using the heuristic energy based detector presented by Reynolds in [144] (seemingly used in his following work, i.e., [146, 147, 148, 149]) we have developed a parametric VAD based on the work by Haigh [64, 65].

The parametric VAD is implemented as follows. Each utterance is completely parametrised using a given feature extraction technique, resulting in a set of feature vectors, \( X = \{x_i\}_{i=1}^{N_V} \). A single Gaussian GMM (representing the background noise) is constructed using the first \( N_{\text{noise}} \) vectors\(^4\). Using the background noise GMM (\( \lambda_{\text{noise}} \)), the log-likelihood for each vector is found. If the log-likelihood for a given feature vector is below a predefined threshold (\( T_{\text{VAD}} \)), the vector is classified as containing speech. The following threshold has been empirically found to provide good discrimination ability across various parametrisation methods:

\[
T_{\text{VAD}} = \frac{1}{3} l_{\text{noise}}
\]

where

\[
l_{\text{noise}} = \frac{1}{N_{\text{noise}}} \sum_{i=1}^{N_{\text{noise}}} \log p(x_i | \lambda_{\text{noise}}) \]

The result of typical speech selection is shown in Figure 3.4.

A few words of caution. The VAD described here assumes that the initial part of the signal does not contain speech. Moreover, for this VAD to work well, the background noise conditions have to be stationary for the duration of the speech utterance.

3.5 Experiments

3.5.1 Test of GMM and MFCC Implementations

In this section the implementations of the Gaussian Mixture Model classifier (described in Chapter 2) and the MFCC feature extractor are tested by comparing the results obtained with the results published by Reynolds in [146].

Reynolds’ experiment setup is as follows. Speech signals are taken from the test section of the telephone speech NTIMIT dataset [80], which contains 10 utterances each from 168 persons (56 female and 112 male). The utterances have an average duration of approximately 4 seconds and have been degraded by the effects of a carbon button microphone and telephone line conditions (local and long-distance). The first eight utterances (sorted alpha-numerically by filename) are used for training the models, while the last two are used for testing purposes.

\(^4\)For the NTIMIT dataset [80], \( N_{\text{noise}} = 10 \).
Figure 3.4: Typical result of speech selection using the parametric VAD. High level of the red line indicates the segments that have been selected as speech. The above utterance is: “before thursday’s exam, review every formula”.

Table 3.1: Comparison of the EER achieved on NTIMIT, using Reynolds’ [146] implementation of the MFCC feature extractor and the GMM classifier (32 Gaussians), as well as the implementation used in this work.

<table>
<thead>
<tr>
<th>Source</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds [146]</td>
<td>7.19</td>
</tr>
<tr>
<td>This work</td>
<td>7.22</td>
</tr>
</tbody>
</table>

GMMs with 32-Gaussians were used as client models. For each client, their own test utterances were used to simulate true claimant accesses. Impostor accesses were simulated using utterances other than from the client and from the people whose models were used in the Background Model Set (BMS) for the client. The BMS for each client was comprised of 10 models ($N_\Phi$ and $N_\Psi$ were set to 20; see Section 2.4.2). In total, there were 336 true claimant tests and 52752 impostor tests. The decision threshold was set to obtain performance as close as possible to EER.

As it can be seen in Table 3.1, the results are virtually the same, suggesting that the GMM classifier and the MFCC feature extractor were implemented correctly. The negligible difference could be attributed to the tuning of the VAD.
Table 3.2: EER on NTIMIT for various number of Gaussians, using MFCC parametrisation of speech signals. (The experiment setup was different than the one used for Table 3.1).

<table>
<thead>
<tr>
<th>Number of Gaussians</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER (%)</td>
<td>14.28</td>
<td>12.73</td>
<td>11.73</td>
<td>9.96</td>
<td>9.58</td>
<td>9.99</td>
<td>11.16</td>
</tr>
</tbody>
</table>

3.5.2 Evaluation of MACVs in Noisy Conditions

The experiments used the NTIMIT dataset described in the previous section, though with a different experiment setup that addresses some of the shortcomings of the setup used in [146].

In particular, rather than using different impostors for each client, twenty fixed persons (first 10 females and last 10 males, alpha-numerically sorted by subject ID) were selected to be the impostors. The remaining 148 persons were used as clients. As in [146], the BMS for each client was comprised of 10 models (\(N_\Phi\) and \(N_\Psi\) were set to 20; see Section 2.4.2); the BMS was constructed by considering the other 147 client models. Furthermore, the first six sentences for each client were used for model training purposes, leaving the last four sentences for simulating true claimant tests. Impostor accesses were simulated using the last four utterances from each impostor. In total there were 592 (148 \(\times\) 4) true claimant tests and 11840 (20 \(\times\) 4 \(\times\) 148) impostor tests. The decision threshold was set to obtain performance as close as possible to the EER.

In the first experiment we studied the effect of the number of Gaussians on verification performance while using MFCC features. From the results shown in Table 3.2 it can be observed that the performance starts to level off at eight Gaussians. Increasing the number of Gaussians to 16 causes only minor performance gains. Further increases in the number of Gaussians reduces the performance, indicating that overfitting is occurring [46, 114]. Overfitting presents itself when the classifier is “too tuned” to the training data, resulting in poor generalisation on test data. Taking into account Occam’s Razor principle [46, 114], which in effect suggests to use the simplest solution that provides adequate performance, the number of Gaussians in the second experiment was fixed at eight.

In the second experiment, the performance of each of the following feature sets was found: MFCC, CMS, MACV, MFCC+\(\Delta\), MFCC+\(\Delta\)+MACV, CMS+\(\Delta\) and CMS+\(\Delta\)+MACV. A feature vector of type MFCC+\(\Delta\) indicates that the MFCC feature vector (\(\mathbf{x}\)) has been concatenated with the feature vector containing delta versions of the MFCC features (\(\Delta \mathbf{x}\)). Similarly, MFCC+\(\Delta\)+MACV indicates that the MACV feature set has also been appended.

Results were obtained for non-corrupted (clean) test utterances as well as for noisy test utterances where the SNR was varied from 28 dB to −8 dB. The utterances were corrupted by adding stationary white Gaussian noise, simulating background noise. The results are presented in Figures 3.5 to 3.7.
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Figure 3.5: EER of baseline features (MFCC, CMS and MACV) for decreasing SNR.

Figure 3.6: As per Figure 3.5, but using MFCC based features (MFCC, MFCC+Δ, MFCC+Δ+MACV).

Figure 3.7: As per Figure 3.5, but using CMS based features (CMS, CMS+Δ, CMS+Δ+MACV).
In Figure 3.5 it can be seen that the CMS features are the least affected by changes in the SNR, at the expense of slightly worse performance than MFCC features on clean speech (as expected; see Section 3.4.2). MFCC features are the most affected by noise, with rapid degradation in performance as the SNR is lowered. Performance of MACV features in clean and low noise conditions (SNR > 16 dB) is not as good as for MFCC and CMS features, indicating that pitch and voicing information is not sufficient by itself to distinguish speakers. However, as the SNR drops to 16 dB and lower, MACVs perform better than MFCCs, suggesting that MACV features are more immune to the effects of noise.

In Figure 3.6 it can be observed that extending the MFCC feature vector with delta features reduces the performance degradation as the SNR is lowered. Extending the MFCC+Δ feature vector with MACV features obtains slightly better performance on clean speech and further reduces the performance degradation. However, by comparing Figures 3.6 and 3.7 it can be seen that CMS features obtain better performance than the MFCC+Δ+MACV feature set for SNRs of 16 dB and lower.

Figure 3.7 shows that extending the CMS feature vector with corresponding delta features causes only minor differences. Extending the CMS+Δ feature vector with MACV features alleviates some of the performance loss experienced by CMS features in clean conditions, and causes the performance in noisy conditions to be visibly improved up to a SNR of 4 dB.

These results thus support the conjecture described in Section 3.4.4, and suggest that use of the MACV feature set has beneficial effects on the performance of a verification system in noisy conditions.

3.6 Summary and Future Directions

This chapter first reviewed the human speech production process and feature extraction approaches used in a speaker verification system. Mel Frequency Cepstral Coefficients (MFCCs), delta (regression) features and Cepstral Mean Subtraction (CMS) were covered. An alternative feature set, termed Maximum Auto-Correlation Values (MACVs), which utilises information from the source part of the speech signal, was also covered. A parametric Voice Activity Detector (VAD), used for disregarding silence and noise segments of the speech signal, was briefly described.

Experiments on the telephone speech NTIMIT dataset suggest that the implementation of the Gaussian Mixture Model classifier (described in Chapter 2) and the MFCC feature extractor are correct – virtually the same results as Reynolds in [146] were obtained. Further experiments show that the performance degradation of a verification system used in noisy conditions can be reduced by extending MFCC or CMS feature vectors with MACV features.

\[ \text{SNR} = 10 \log_{10} \left( \frac{\sum_i s_i^2}{\sum_i (s_i - n_i)^2} \right), \]

where \( s_i \) and \( n_i \) are the \( i \)-th samples from the original and noisy speech signals, respectively.

5We use the following definition of the Signal to Noise Ratio, expressed in decibels (dB):
Within the area of automatic speech recognition it has been shown that Spectral Subband Centroid (SSC) features [52, 130] and biologically inspired Zero-Crossing with Peak Amplitude (ZCPA) features [84] are quite robust to the effects of additive noise. While the speaker verification task is different from the speech recognition task, SSC and/or ZCPA features may still contain person-dependent information. As such, it would be interesting to evaluate their usefulness for robust person verification purposes. Preliminary results for SSC features are given in [172].
Chapter 4

Verification using Frontal Face Images

4.1 Overview

In this chapter we first overview important publications in the field of frontal face recognition. Geometric features, templates, Principal Component Analysis (PCA), pseudo-2D Hidden Markov Models (HMM), Elastic Graph Matching (EGM), as well as other points are covered. Relevant issues, such as the effects of an illumination direction change and the use of different face areas, are also covered.

A feature set dubbed DCT-mod2 is proposed. The feature set uses polynomial coefficients derived from 2D DCT coefficients of spatially neighbouring blocks. Its robustness and performance is evaluated against three popular feature sets for use in an identity verification system subject to illumination direction changes. Results on the multi-session VidTIMIT dataset suggest that the proposed feature set is most robust than 2D Gabor wavelets, standard 2D DCT coefficients and PCA (eigenface) derived features (with and without histogram equalisation).

As a side effect, it is also shown that when using the GMM classifier with local features (such as Gabor wavelets or 2D DCT derived features), the spatial relationships between face parts (e.g. eyes and nose) are disregarded. Such a face recognition system can surprisingly still provide good performance.

The fragility of PCA derived features to illumination changes is addressed by introducing a pre-processing step which involves applying DCT-mod2 feature extraction to the original face image. A pseudo-image is then constructed by placing all DCT-mod2 feature vectors in a matrix on which PCA feature extraction is then performed. It is shown that the enhanced PCA technique is robust to illumination changes as well as retaining the positive aspects of traditional PCA, i.e. robustness to compression artefacts and noisy images, which might be important in forensic and law enforcement applications.
Chapter 4. Frontal Faces

4.2 Summary of Past Face Recognition Approaches

This section presents a concise overview of several important and/or popular approaches to automatic face recognition. Due to the amount of work done in this area, an in-depth review is beyond the scope. As such, the reader is also directed to the following survey articles: [36, 62, 90, 192, 193].

In general, an appearance based face recognition system can be thought of as being comprised of:

1. Face localisation and segmentation
2. Feature extraction and classification

The first stage usually provides a size normalised face image (with eyes at fixed locations). Illumination normalisation may also be performed – however, this might not be necessary if the feature extraction method is robust to illumination changes.

From here on we shall assume that the face has been located, or that images given to the system contain only one face, set against a uniform background. In other words, we shall concentrate on the second stage. Reviews of face localisation algorithms can be found in [70, 191].

There are many approaches to face recognition – ranging from the Principal Component Analysis (PCA) based approach (also known as eigenfaces) [115, 174], Elastic Graph Matching (EGM) [45, 94], Artificial Neural Networks [93, 175], to pseudo-2D Hidden Markov Models (HMM) [33, 48, 158]. All these systems differ in terms of the feature extraction procedure and/or the classification technique used. These systems, as well as others, are described in the sections below.

4.2.1 Geometric Features vs Templates

Brunelli and Poggio [28] compared the performance of a system using automatically extracted geometric features and a classifier based on the Mahalanobis distance [46] (similar to a single-Gaussian GMM) against a system using a template matching strategy. In the former system, the geometrical features included: eyebrow thickness and vertical position at the eye centre position, coarse description of the left eyebrow’s arches, vertical position and width of the nose, vertical position of the mouth as well as the width and height, set of radii describing the chin shape, face width at nose position, and the face width halfway between nose tip and eyes. In the latter system, four sub-images (automatically extracted from the frontal face image), representing the eye, nose, mouth and inner face area (from eyebrows downwards), were used by a classifier based on normalised cross correlation with a set of template images. In both systems, the size of the face image was first normalised. Brunelli and Poggio found that the template matching approach obtained superior identification performance and was significantly simpler than the geometric feature based approach. Moreover, they have also found that the face areas can be sorted by discrimination ability as follows:
eyes, nose and mouth; they note that this ordering is consistent with human ability of identifying familiar people from a single facial characteristic.

4.2.2 Principal Component Analysis and Related Techniques

Inspired by the work of Kirby and Sirovich [85], Turk and Pentland [174] proposed the use of Principal Component Analysis (PCA) [117] as a holistic feature extraction method for use in face recognition.

Given a face image matrix $F$ of size $Y \times X$, all the columns of $F$ are concatenated to form a column vector $f$ of dimensionality $YX$. A $D$-dimensional feature vector, $x$, is then obtained by:

$$x = U^T(f - f_\mu)$$  \hspace{1cm} (4.1)

where matrix $U$ contains $D$ eigenvectors (with largest corresponding eigenvalues) of the training data covariance matrix, and $f_\mu$ is the mean of training face vectors. The eigenvectors are referred to as “eigenfaces” (see Section 4.3.1 for more detail).

On a dataset of 16 people and using an Euclidean distance based classifier, Turk and Pentland obtained 100% identification when using face images obtained in non-challenging conditions. However, the performance decreased when there was a change in the lighting conditions, head size or head orientation. This is not surprising, as $x$ is in effect a dimensionality reduced version of $f$. In addition to sensitivity to lighting conditions, head size or head orientation, the system can also be expected to be sensitive to translations and rotations. Thus prior to holistic feature extraction, it is critical that the face image is normalised (e.g. the location of the eyes must be the same for each person and any illumination changes must be compensated).

Moghaddam and Pentland [115] modified the PCA based face recognition system to use separate face areas (i.e. eyes, nose and mouth) in a similar manner to Brunelli and Poggio [28]. By disregarding the mouth area, Moghaddam and Pentland showed that the system is less affected by expression and other changes to the face (such as a beard). Moreover, an improvement in the identification rate was achieved by combining the holistic PCA system with the modular PCA system. In a separate development in the same paper, the holistic PCA system was modified to use face images processed by an edge detector, resulting in a drop in performance. The edge detector had the effect of removing most of the texture information from the face, indicating that such information is useful in recognition.

Belhumeur et al. [17] investigated the use of Linear Discriminant Analysis (LDA) as a feature extraction technique robust to changes in illumination direction. The training paradigm involved the use of face images with varying illumination. Experiments on two small datasets (the largest having 16 persons) showed that the LDA based approach is significantly more robust than the PCA approach. The experiments also showed that the PCA approach can be made more robust by disregarding the first three eigenfaces, indicating that they are primarily due to lighting variation. However, when the experiment setup was modified to use training images with constant illumination
and testing images with varying illumination, LDA derived features were shown to be still affected, although considerably less than PCA derived features.

### 4.2.3 Pseudo-2D Hidden Markov Model (HMM) Based Techniques

Samaria [158] extended 1D HMMs (popular in speech recognition [73, 141]) to pseudo-2D HMMs for use in face recognition. A pseudo-2D HMM for each person consists of a pseudo-2D lattice of states, each describing a distribution of feature vectors belonging to a particular area of the face. Samaria used a multivariate Gaussian as a model of the distribution of feature vectors for each state. During testing, an optimal alignment of the states was found for a given image (i.e. the likelihood of each pseudo-2D HMM was maximised). Person identification was achieved by selecting the pseudo-2D HMM which obtained the highest likelihood.

Due to the alignment stage, the pseudo-2D HMM approach is inherently robust to translations, indicating that the face normalisation stage need not be as accurate as for the PCA based approach.

Samaria showed that on a 40 person dataset the pseudo-2D HMM approach outperformed a system comprised of a nearest neighbour classifier and PCA derived feature vectors. The best pseudo-2D HMM approach used 25 states and 96 dimensional feature vectors. The face image was analysed on a block by block basis; the grey level pixel values inside each block were arranged into a feature vector. For the PCA based approach the number of eigenfaces was varied from 5 to 199; the performance generally levelled off when 40 eigenfaces were used.

In related work, Nefian and Hayes [122] proposed to use 2D Discrete Cosine Transform (2D DCT) coefficients [59] rather than the grey level pixel values. Only the coefficients which contained most of the energy were used in forming a feature vector. The same identification rate was achieved as for grey level pixel values, but the classification time was reduced by an order of magnitude.

Eickeler et al. [48] extended the pseudo-2D HMM approach to use 2D DCT coefficients directly from JPEG compressed images [186, 187]; moreover, they have also shown that utilising a three-Gaussian GMM to model for the distribution of feature vectors for each state outperforms a multivariate Gaussian model (i.e. a single-Gaussian GMM).

### 4.2.4 Elastic Graph Matching (EGM) Based Techniques

Lades et al. [94] proposed to use Elastic Graph Matching (EGM) for face recognition. Each face is represented by a set of feature vectors positioned on the nodes of a coarse 2D grid placed on the face. Each feature vector is comprised of a set of responses of biologically inspired 2D Gabor wavelets [95], differing in orientation and scale (see Section 4.3.2 for more information).

Comparing two faces was accomplished by matching and adapting the grid of a test image \((T)\) to the grid of a reference image \((R)\), where both grids have the same number of nodes; moreover, the test grid has initially the same structure as the reference grid. The elasticity of the test grid
allows accommodation of face distortions (e.g. due to expression changes) and to a lesser extent, changes in the view point. The quality of a match is evaluated using a distance function:

\[ d(T, R) = \sum_{i=1}^{N_N} d_f(T_i, R_i) + \xi \sum_{i=1}^{N_N} d_s(T_i, R_i) \]  

(4.2)

where \( N_N \) is the number of nodes, \( d_f(T_i, R_i) \) describes the difference between feature vectors representing the \( i \)-th node of the test and reference grids, while \( d_s(T_i, R_i) \) describes the difference between the spatial distances of node \( T_i \) to its neighbouring nodes and the spatial distances of node \( R_i \) to its neighbouring nodes. The coefficient \( \xi \) controls the stiffness of the test grid, with large values penalising distortion of the test grid with respect to the reference grid (thus \( d_s(\cdot, \cdot) \) is used to preserve the topology between the test and reference grids).

\( d(T, R) \) is minimised via translation of the test grid and perturbation of the locations of its nodes. Lades et al. proposed an approximate solution to the minimisation problem, comprised of two consecutive stages. First, an approximate match is found by translating the test grid while keeping it rigid [this corresponds to the limit \( \xi \to \infty \) in Eqn. (4.2)]. In the second stage, \( \xi \) is set to a finite value to permit small grid distortions. Each node of the test grid is visited in a random order and its location is perturbed randomly. Each stage is deemed to have reached convergence once a predefined number of trials has failed to reduce \( d(T, R) \). Once convergence is reached, the value of \( d(T, R) \) is used for recognition purposes. Lades et al. reported encouraging identification results where test faces contained expression changes and small rotations.

Duc et al. [45] extended the EGM approach to include node specific weighting of the contribution of each Gabor wavelet response to the measure of the difference between feature vectors. On a dataset which had mainly expression changes, the extended system provided lower verification error rates than the standard system. Moreover, Duc et al. showed that the extended system still outperformed the standard system even if the second stage of minimisation of \( d(T, R) \) is omitted (i.e. the test grid is kept rigid).

Kotropoulos et al. [91] used the outputs of multiscale morphological dilation and erosion operations [59] to yield a feature vector for each node. Compared to feature vectors based on the responses of Gabor wavelets, the advantage of the morphological operation approach is that it is significantly faster due to its relative simplicity and lack of floating point arithmetic operations. Comparative verification results in [169] show that the morphological operation based approach has slightly lower error rates than the standard approach based on Gabor wavelets.

4.2.5 Other Approaches

Matas et al. [107] proposed a face verification method based on a robust form of correlation. A search for the optimum correlation is performed in the space of all valid geometric and photometric transformations of the test image to obtain the best match with the reference image. The geometric transformations include translations, rotations and scaling, while the photometric transformation corrects the mean of pixel intensity across the face. The quality of the match between a transformed
test image and a reference image is evaluated using a sum of pixel differences, subject to a constraint: if the pixel difference is above a predefined threshold, it is ignored. This constraint is used in order to discount face regions which are subject to relatively large change (such as hair style and expression). The search technique involves the random selection of transformation parameters; each transformation is accepted only if the matching score is increased. To speed up the search, a randomly selected subset of pixels is used instead of the entire image. Verification results on a dataset which had mainly expression changes show a minor improvement over Duc’s extended EGM approach (described in Section 4.2.4).

Lawrence et al. [93] proposed the use of a hybrid neural-network approach to face recognition. The system combined local image sampling, a self-organising map (SOM) [89] and a convolutional neural network. On a dataset of 40 people, the proposed approach obtained an identification error rate of 3.8%, compared to 10.5% obtained using a system comprised of the PCA based feature extractor (described Section 4.2.2) and a nearest neighbour classifier. By replacing the features obtained using local image sampling and the SOM with PCA derived features it was shown the improvement in performance can be largely attributed to the convolutional neural network (i.e. the classifier).

4.2.6 Relevant Issues

Zhang et al. [192] compared the performance of the EGM approach with a system comprised of a PCA based feature extractor and a nearest neighbour classifier. Results on a combined dataset of 100 people showed that the PCA based system was more robust to scale and rotation variations, while the EGM approach was more robust to position, illumination and expression variations. Zhang et al. contributed the robustness to illumination changes to the use of Gabor features, while the robustness to position and expression variations was contributed to the deformable matching stage.

Kotropoulos et al. [92] showed that while morphologically derived feature vectors are more sensitive to illumination changes than Gabor wavelet derived features, they are less sensitive to face size variations. They proposed a heuristic size and illumination normalisation technique, which, on a small dataset containing face images collected in real life conditions, was shown to significantly improve the performance of a EGM based system which used the morphologically derived feature vectors. (Strangely, no comparative results were reported for Gabor wavelet derived feature vectors).

Adini et al. [3] studied the suitability of several image processing techniques for reducing the effects of an illumination direction change (where one side of the face was brighter than the other). Various configurations of the following techniques were considered: filtering with 2D Gabor-like filters [95], edge maps, first & second derivatives and log transformations [59]. Several classifiers, based on pixel differences between two processed images, were also evaluated; all of the classifiers produced similar identification results. On a dataset comprised of 25 subjects, Adini et al. found
that none of the processing techniques were sufficient to completely overcome the effects of the illumination direction change; most techniques obtained an identification rate of less than 50%. However, when using unprocessed images, the identification rate was 0%. Adini et al. showed that the 2D Gabor-like filter which emphasised the differences along the vertical axis (e.g. the eyebrows and the eyes) obtained the best results. This is not surprising, considering that the illumination direction change produced the greatest pixel intensity changes along the horizontal axis. Moreover, results obtained using the vertical orientation were mostly independent of the scale of the filter; at other orientations, the size of the filter greatly affected the identification rate. These results indicate that the optimum orientation and scale of the 2D Gabor-like filter is dependent on the direction of the illumination change.

Belhumeur et al. [17] found that the recognition rate is significantly higher when using full faces (that is, containing the hair and the outline of the face) than when using closely cropped faces (that is, containing only the eyebrows, eyes, nose and mouth), indicating that the overall shape of the face is an important feature. However, Belhumeur et al. conjectured that the recognition rate would drop significantly for the full faces if the background or hairstyles were varied; moreover, it may be even lower than for closely cropped faces. Chen et al. [37] suggested that the influence of the closely cropped area on the recognition process is much smaller than that of the outside area (i.e. the hair and the outline of the face). By using synthetic full face images, where the hair and face outline of one person was combined with the closely cropped area from another person, Chen et al. successfully confused a PCA based face recognition system. Along with the results of Moghaddam and Pentland [115] (see Section 4.2.2), these results indicate that for a statistics based face recognition system, the area containing the eyebrows, eyes and the nose is the most useful. The mouth area may need to be disregarded as it is mostly affected by expression changes and beards.

4.3 Feature Extraction for Face Verification

From the review in the preceding section it is evident that PCA derived features, and to a lesser extent, 2D Gabor wavelet derived features, are affected by illumination direction changes. As will be shown, 2D DCT based features are also sensitive to changes in the illumination direction. In this section we introduce four feature sets with the aim of being less affected by illumination direction changes: DCT-delta, DCT-mod, DCT-mod-delta and DCT-mod2. We will show that out of the four, the DCT-mod2 method, which uses polynomial coefficients derived from 2D DCT coefficients of spatially neighbouring blocks, is the most suitable. We then compare the robustness and performance of the DCT-mod2 method against two popular feature extraction techniques, eigenfaces (PCA) and 2D Gabor wavelets, in addition to the standard 2D DCT approach.

We continue as follows. Feature extraction based on PCA, 2D Gabor wavelet and 2D DCT methods are concisely presented in Sections 4.3.1 to 4.3.3. The proposed methods are described in Sections 4.3.4 and 4.3.5. The performance of the described feature extraction techniques is
compared in Sections 4.3.6 and 4.3.7 on the VidTIMIT and Weizmann datasets, respectively. As a side effect of using a GMM based classifier in conjunction with local features (e.g. Gabor wavelets or 2D DCT derived features), the spatial relations between face parts are not used – surprisingly, this still leads to good results. Some properties of GMM based face representation are shown in Section 4.3.8.

To keep consistency with traditional matrix notation, pixel locations (and image sizes) are described using the row(s) first, followed by the column(s).

4.3.1 Eigenfaces (PCA)

Given a face image matrix $F$ of size $Y \times X$, we construct a vector representation by concatenating all the columns of $F$ to form a column vector $f$ of dimensionality $YX$. Given a set of training vectors $\{f_i\}_{i=1}^{N_P}$ for all persons, we define the mean of the training set as $f_\mu$. A new set of mean subtracted vectors is formed using:

$$\{ g_i \}_{i=1}^{N_P} = \{ f_i - f_\mu \}_{i=1}^{N_P}$$ (4.3)

The mean subtracted training set is represented as matrix $G = [g_1 \ g_2 \ ... \ g_{N_P}]$. A scatter matrix is calculated using:

$$C = GG^T \quad (4.4)$$

Due to the size of $C$, calculation of the eigenvectors of $C$ can be computationally infeasible. However, if the number of training vectors ($N_P$) is less than their dimensionality ($Y \times X$), there will be only $N_P - 1$ meaningful eigenvectors. Turk and Pentland [174] exploit this fact to determine the eigenvectors using an alternative method, summarised as follows.

Let us denote the eigenvectors of matrix $G^T G$ as $v_j$ with corresponding eigenvalues $\gamma_j$:

$$G^T G v_j = \gamma_j v_j$$ (4.5)

Pre-multiplying both sides by $G$ gives us:

$$GG^T G v_j = \gamma_j G v_j$$ (4.6)

Letting $u_j = G v_j$ and substituting for $C$ from Eqn. (4.4):

$$C u_j = \gamma_j u_j$$ (4.7)

Hence the eigenvectors of $C$ can be found by pre-multiplying the eigenvectors of $G^T G$ by $G$. To achieve dimensionality reduction, let us construct matrix $U = [u_1 \ u_2 \ ... \ u_D]$, containing $D$ eigenvectors of $C$ with largest corresponding eigenvalues. Here, $D < N_P$. A feature vector $x$ of dimensionality $D$ is then derived from a face vector $f$ using:

$^1$The face images used in our experiments have 56 rows ($Y$) and 64 columns ($X$).
\[ x = U^T(f - f_\mu) \]  
(4.8)

i.e. face vector \( f \) decomposed in terms of \( D \) eigenvectors, known as “eigenfaces”.

### 4.3.2 2D Gabor Wavelets

The biologically inspired family of 2D Gabor wavelets can be defined as follows [95]:

\[ \Psi(y, x, \omega, \theta) = \frac{\omega}{\kappa \sqrt{2\pi}} \psi_A(y, x, \omega, \theta) \left[ \psi_B(y, x, \omega, \theta) - \exp \left\{ -\frac{\kappa^2}{2} \right\} \right] \]

(4.9)

where

\[ \psi_A(y, x, \omega, \theta) = \exp \left\{ -\frac{\omega^2}{8\kappa^2} \left[ 4(y \sin \theta + x \cos \theta)^2 + (y \cos \theta - x \sin \theta)^2 \right] \right\} \]

(4.10)

and

\[ \psi_B(y, x, \omega, \theta) = \exp \{ i(\omega y \sin \theta + \omega x \cos \theta) \} \]

(4.11)

Here \( \omega \) is the radial frequency in radians per unit length and \( \theta \) is the wavelet orientation in radians. Each wavelet is centred at point \((y, x) = (0, 0)\). The family is made up of wavelets for \( N_\omega \) radial frequencies, each with \( N_\theta \) orientations. The radial frequencies are spaced in octave steps and cover a range from \( \omega_{\text{min}} > 0 \) to \( \omega_{\text{max}} < \pi \), where \( 2\pi \) represents the Nyquist frequency. Typically \( \kappa \approx \pi \) so that each wavelet has a frequency bandwidth of one octave [95].

Feature extraction can be accomplished as follows. A coarse rectangular grid is placed over given face image \( F \). At each node of the grid, the inner product of \( F \) with each member of the family is computed:

\[ P_{j,k} = \int_y \int_x \Psi(y_0 - y, x_0 - x, \omega_j, \theta_k) F(y, x) \, dx \, dy \]

(4.12)

for \( j = 1, 2, \ldots, N_\omega \) and \( k = 1, 2, \ldots, N_\theta \). Here, the node is located at \((y_0, x_0)\). An \( N_\omega N_\theta \)-dimensional feature vector\(^2\) for location \((y_0, x_0)\), is then constructed using the modulus of each inner product [94]:

\[ x = \begin{bmatrix} |P_{1,1}| & |P_{1,2}| & \cdots & |P_{1,N_\omega}| & \cdots & |P_{2,1}| & |P_{2,2}| & \cdots & |P_{2,N_\omega}| & \cdots & |P_{N_\theta,N_\omega}| \end{bmatrix}^T \]

(4.13)

Thus if there are \( N_G \) nodes in the grid, we extract \( N_G \) feature vectors from one image.

\(^2\)Typically, \( N_\omega = 3 \) and \( N_\theta = 6 \), resulting in an 18 dimensional vector.
4.3.3 2D Discrete Cosine Transform

Here the given face image is analysed on a block by block manner. Given an image block \( f(y,x) \), where \( y, x = 0, 1, \ldots, N - 1 \) (typically \( N = 8 \)), we decompose it in terms of orthogonal 2D DCT basis functions (see Figure 4.1). The result is an \( N \times N \) matrix \( D \) containing 2D DCT coefficients, with the elements found using:

\[
D_{v,u} = \alpha(v)\alpha(u) \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} f(y,x)\beta(y,x,v,u) \quad \text{for} \quad v, u = 0, 1, 2, \ldots, N - 1 \quad (4.14)
\]

where

\[
\alpha(v) = \begin{cases} 
\sqrt{\frac{1}{N}} & \text{for } v = 0 \\
\sqrt{\frac{2}{N}} & \text{for } v = 1, 2, \ldots, N - 1 
\end{cases} \quad (4.15)
\]

and

\[
\beta(y, x, v, u) = \cos \left[ \frac{(2y + 1)v\pi}{2N} \right] \cos \left[ \frac{(2x + 1)u\pi}{2N} \right] \quad (4.16)
\]

The coefficients are ordered according to a zig-zag pattern, reflecting the amount of information stored [59] (see Figure 4.2). The ordering can be approximately described as going from low to high frequency. For a block located at \((b, a)\), the baseline 2D DCT feature vector is composed of:

\[
d^{(b, a)} = \left[ d^{(b, a)}_0 \quad d^{(b, a)}_1 \quad \ldots \quad d^{(b, a)}_{M-1} \right]^T \quad (4.17)
\]

where \( d^{(b, a)}_n \) denotes the \( n \)-th 2D DCT coefficient and \( M \) is the number of retained coefficients\(^3\). Following [48], each block overlaps its horizontally and vertically neighbouring blocks by 50%. Hence for an image which has \( Y \) rows and \( X \) columns, there are \( N_D = (2Y/N - 1) \times (2X/N - 1) \) blocks\(^4\).

4.3.4 Proposed DCT-delta

In speech based systems, features based on polynomial coefficients (also known as deltas), representing transitional spectral information, have been successfully used to reduce the effects of background noise and channel mismatch [165] (see also Section 3.4.3).

For images, we define the \( n \)-th horizontal delta coefficient for block located at \((b, a)\) as a 1st order orthogonal polynomial coefficient:

\[
\Delta^h d^{(b, a)}_n = \frac{\sum_{k=-K}^{K} h_k d^{(b, a+k)}_n}{\sum_{k=-K}^{K} h_k k^2} \quad (4.18)
\]

\(^3\)In our experiments, \( M = 15 \).

\(^4\)For a \( 56 \times 64 \) image, this results in 195 2D DCT feature vectors.
Similarly, we define the $n$-th vertical delta coefficient as:

$$\Delta^v d_{n}^{(b,a)} = \frac{\sum_{k=-K}^{K} h_k d_{n}^{(b+k,a)}}{\sum_{k=-K}^{K} h_k k^2}$$

where $h$ is a $2K + 1$ dimensional symmetric window vector. In this section we shall use $K = 1$ and a rectangular window (i.e. $h = [1 \ 1 \ 1]^T$).

Let us assume that we have three horizontally consecutive blocks $X, Y$ and $Z$. Each block is composed of two components: face information and additive noise, e.g. $X = I_X + I_N$. Moreover, let us also suppose that all of the blocks are corrupted with the same noise (a reasonable assumption if the blocks are small and close or overlapping). To find the deltas for block $Y$, we apply Eqn. (4.18) to obtain (ignoring the denominator):

$$\Delta^h Y = -X + Z$$

$$= -(I_X + I_N) + (I_Z + I_N) \quad \quad \quad (4.20)$$

$$= I_Z - I_X \quad \quad \quad (4.21)$$

i.e. the noise component is removed.

By combining the horizontal and vertical delta coefficients an overall delta feature vector is formed. Hence, given that we extract $M$ 2D DCT coefficients from each block, the delta vector is $2M$ dimensional. We shall term this feature extraction method as DCT-delta.

DCT-delta feature extraction for a given block is only possible when the block has vertical and horizontal neighbours. A graphical example of the spatial area used by this feature extraction is shown in Figure 4.3. Table 4.1 shows the number of feature vectors extracted from a $56 \times 64$ face using $N = 8$ and varying overlap.
4.3.5 Proposed DCT-mod, DCT-mod2 and DCT-mod-delta

By inspecting Eqns. (4.14) and (4.16), it is evident that the 0-th 2D DCT coefficient will reflect the average pixel value inside each block and hence will be the most affected by any illumination change. Moreover, by inspecting Figure 4.1 it is evident that the first and second coefficients represent the average horizontal and vertical pixel intensity change. As such, they may also be considerably affected by an illumination change. Hence we shall study three additional feature extraction approaches (in all cases we assume the baseline 2D DCT feature vector is $M$ dimensional):

1. Discard the first three coefficients from the baseline 2D DCT feature vector. We shall term this modified feature extraction method as DCT-mod.

2. Discard the first three coefficients from the baseline 2D DCT feature vector and concatenate the resulting vector with the corresponding DCT-delta feature vector. We shall refer to this method as DCT-mod-delta.

3. Replace the first three coefficients with their horizontal and vertical deltas, and form a feature vector representing a given block as follows:

$$\mathbf{x} = \left[ \begin{array}{c} \Delta d_0 \\ \Delta d_0 \\ \Delta d_1 \\ \Delta d_0 \\ \Delta d_1 \\ \Delta d_2 \\ \Delta d_0 \\ \Delta d_1 \\ \Delta d_2 \\ \vdots \\ \Delta d_{M-1} \end{array} \right]^T$$  \hspace{1cm} (4.23)

where the $(b,a)$ superscript was omitted for clarity. Let us term this modified approach as DCT-mod2.

Each DCT-mod-delta and DCT-mod2 feature vector represents not only local texture information, but also how a subset of the texture information changes across neighbouring blocks.
4.3.6 Experiments on the VidTIMIT Dataset

Dataset

The VidTIMIT dataset is comprised of video and corresponding audio recordings of 43 people (19 female and 24 male), reciting short sentences selected from the NTIMIT corpus [80]. It was recorded in 3 sessions, with a mean delay of 7 days between Session 1 and 2, and 6 days between Session 2 and 3. There are 10 sentences per person. The first six sentences are assigned to Session 1. The next two sentences are assigned to Session 2 with the remaining two to Session 3. The first two sentences for all persons are the same, with the remaining eight generally different for each person. The mean duration of each sentence is 4.25 seconds, or approximately 106 video frames. Appendix A contains more detailed description of the dataset.

Setup

Before feature extraction can occur, the face must first be located. Furthermore, to account for varying distances to the camera, a geometrical normalisation must be performed. Here we treat the problem of face location and normalisation as separate from feature extraction.

To find the face, we use template matching with several prototype faces\(^5\) of varying dimensions. Using the distance between the eyes as a size measure, an affine transformation is used \([59]\) to adjust the size of the image, resulting in the distance between the eyes to be the same for each person. Finally a \(56 \times 64\) pixel face matrix, \(F\), containing the eyes and the nose (the most invariant face area to changes in the expression and hair style) is extracted from the image.

For PCA, the dimensionality of the face matrix is reduced to 40 (choice based on the works by Kirby and Sirovich \([85]\), Samaria \([158]\) and Belhumeur et al. \([17]\)). For 2D DCT and 2D DCT derived methods, each block is \(8 \times 8\) pixels. Moreover, each block overlaps with horizontally and vertically adjacent blocks by 50%. For Gabor wavelet features, we heed the choice of Duc et al. \([45]\) with \(N_\omega = 3\), \(N_\theta = 6\), \(\omega_1 = \frac{\pi}{2}\), \(\omega_2 = \frac{\pi}{4}\), \(\omega_3 = \frac{\pi}{8}\) and \(\theta_k = \frac{\pi(k-1)}{N_\theta}\) (where \(k = 1, 2, ..., N_\theta\)). Hence the dimensionality of the Gabor feature vectors is 18. The location of the wavelet centres was chosen to be as close as possible to the centres of the blocks used in DCT-mod2 feature extraction.

In our experiments we use sequences of images (video) from the VidTIMIT dataset. If the sequence has \(N_I\) images, then \(N_V = N_I\) for PCA derived feature vectors, \(N_V = N_I N_G\) for Gabor features, \(N_V = N_I N_D\) for 2D DCT and DCT-mod and \(N_V = N_I N_{D2}\) for DCT-delta, DCT-mod-delta and DCT-mod2.

For classification, we use the GMM based classifier described in Chapter 2. To recap, a set of test feature vectors, \(X = \{x_i\}_{i=1}^{N_V}\), extracted from a given person is classified as belonging to person \(K\) when

\(^5\)A “mother” prototype face was constructed by averaging manually extracted and size normalised faces from all people in the VidTIMIT dataset. Prototype faces of various sizes were constructed by applying an affine transform to the “mother” prototype face.
\[ \mathcal{L}(X|\lambda_K) - \mathcal{L}(X|\lambda_{\overline{K}}) \geq t \]  
where \( t \) is the decision threshold, while

\[ \mathcal{L}(X|\lambda_K) = \frac{1}{NV} \log \sum_{i=1}^{NV} p(x_i|\lambda_K) \]  

is the average log likelihood of the feature vectors in set \( X \) given parameter set \( \lambda_K \). The GMM parameter set \( \lambda_K \) is optimised through the EM algorithm, using training data for person \( K \). In the experiments reported in this section, the impostor average log likelihood \( \mathcal{L}(X|\lambda_{\overline{K}}) \) is found using the BMS approach (see Section 2.4.2).

To reduce the computational burden during modelling and testing, every second video frame was used. For each feature extraction method, 8 Gaussian client models\(^6\) (GMMs) were generated from features extracted from face matrices in Session 1. Sessions 2 and 3 were used for testing. Thus for each person an average of 318 frames were used for training and 212 for testing.

Ignoring any edges created by shadows, the main effect of an illumination direction change is that one part of the face is brighter than the rest\(^7\). Taking this into account, an illumination direction change was introduced to face matrices extracted from Sessions 2 and 3. To simulate more illumination on the left side of the face and less on the right, a new face matrix \( \hat{F} \) is created by transforming \( F \) using:

\[ \hat{F}_{(y,x)} = F_{(y,x)} + mx + \delta \]  

for \( y = 0, 1, \cdots, N_Y - 1 \) and \( x = 0, 1, \cdots, N_X - 1 \)

where

\[ m = -\delta / (N_X - 1)/2 \]
\[ \delta = \text{illumination delta (in pixels)} \]

Example face matrices for various \( \delta \) are shown in Figure 4.4. We note that while this model of illumination direction change is artificial as it does not cover all the effects possible in real life (shadows\(^8\), etc.), it should still be useful for providing suggestive results.

To find the performance, Sessions 2 and 3 were used for obtaining example opinions of known impostor and true claims. Four utterances, each from 8 fixed persons (4 male and 4 female), were

---

\(^6\)Preliminary experiments suggested that there was little performance gain when using more than 8 Gaussians on the VidTIMIT dataset.

\(^7\)As evidenced by the images presented in [91], which were obtained under real-life conditions.

\(^8\)However, the face images presented in [17] show that only extreme illumination direction conditions produce significant shadows, where even humans are likely to have trouble recognising faces.
used for simulating impostor accesses against the remaining 35 persons. As in [146], 10 background person models were used for the impostor likelihood calculation. For each of the remaining 35 persons, their four utterances were used separately as true claims. In total there were 1120 impostor and 140 true claims. The decision threshold was then set so the a-posteriori performance is as close as possible to the EER.

Evaluation and Discussion

In the first experiment, we found the performance of the 2D DCT approach on face matrices with $\delta = 0$ (i.e. no illumination change) while varying the dimensionality of the feature vectors. The results are presented in Figure 4.5. As can be observed, the performance improves immensely as the number of dimensions is increased from 1 to 3. Increasing the dimensionality from 15 to 21 provides only a relatively small improvement, while increasing the amount of computation time required to generate the models. Based on this we have chosen 15 as the dimensionality of baseline 2D DCT feature vectors. Hence the dimensionality of DCT-delta feature vectors is 30, DCT-mod is 12, DCT-mod-delta is 42 and DCT-mod2 is 18.

In the second experiment we compared the performance of 2D DCT and all of the proposed techniques for increasing $\delta$. Results are shown in Figure 4.6.

In the third experiment we compared the performance of PCA, PCA with histogram equalisation pre-processing$^9$, DCT, Gabor and DCT-mod2 features for varying $\delta$. Results are presented in Figure 4.7.

In the fourth experiment, we have evaluated the effects of varying block overlap used during DCT-mod2 feature extraction (in all other experiments, the overlap was fixed at 50%). Varying the overlap has two effects: the first is that as overlap is increased the spatial area used to derive one feature vector is decreased; the second effect is that the number of feature vectors extracted from an image grows quickly as the overlap is increased (see Table 4.1). Results are shown in Figure 4.8.

As can be observed in Figure 4.5, the first three 2D DCT coefficients contain a significant amount of person dependent information. Hence ignoring them (as in DCT-mod) implies a reduction in

---

$^9$Histogram equalisation [34, 59] is often used in an attempt to reduce the effects of varying illumination conditions [88, 118].
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Figure 4.5: EER for increasing dimensionality of 2D DCT feature vectors.

Figure 4.6: EER of 2D DCT and proposed feature sets for increasing illumination change.

Figure 4.7: EER for PCA, PCA with histogram equalisation pre-processing, DCT, Gabor and DCT-mod2 feature sets.

Figure 4.8: EER for DCT-mod2 for varying overlap.
performance. This is verified in Figure 4.6 where the DCT-mod features have worse performance than 2D DCT features when there is little or no illumination direction change ($\delta \leq 30$). We can also see that the performance of DCT features is fairly stable for small illumination direction changes but rapidly degrades for $\delta \geq 40$. This is in contrast to DCT-mod features which have a relatively static performance.

The remaining feature sets (DCT-delta, DCT-mod-delta and DCT-mod2) do not have the performance penalty associated with the DCT-mod feature set. Moreover, all of them have similarly better performance than 2D DCT features. We conjecture that the increase in performance can be attributed to the effectively larger spatial area used when obtaining the features. DCT-mod2 edges out DCT-delta and DCT-mod-delta in terms of stability for large illumination direction changes ($\delta \geq 50$). Additionally, the dimensionality of DCT-mod2 (18) is lower than DCT-delta (30) and DCT-mod-delta (42).

The results suggest that delta features make the system more robust as well as improve performance. The results also suggest that it is only necessary to use deltas of coefficients representing the average pixel intensity and low frequency features (i.e. the 0-th, first and second 2D DCT coefficients) while keeping the remaining DCT coefficients unchanged. Hence out of the four proposed feature extraction techniques, the DCT-mod2 approach is the most suitable.

Using 0% or 25% block overlap in DCT-mod2 feature extraction (Figure 4.8) results in a performance degradation as $\delta$ is increased, implying that the assumption that the blocks are corrupted with the same noise has been violated (see Section 4.3.4). Increasing the overlap from 50% to 75% had little effect on the performance at the expense of extracting considerably more feature vectors.

By comparing the performance of PCA, PCA with histogram equalisation pre-processing, 2D DCT, 2D Gabor and DCT-mod2 feature sets (Figure 4.7), it can be seen that the DCT-mod2 approach is the most immune to illumination direction changes (the performance is virtually flat for varying $\delta$). The performance of PCA derived features rapidly degrades as $\delta$ increases, while the performance of 2D Gabor features is stable for $\delta \leq 40$ and then gently deteriorates as $\delta$ increases. We can also see that use of histogram equalisation as pre-processing for PCA increases the error rate in all cases, and most notably offers no help against illumination changes.

We note that using the introduced illumination change, the centre portion of the face (column wise) is largely unaffected; the size of the portion decreases as $\delta$ increases. In the PCA approach one feature vector describes the entire face, hence any change to the face would alter the features obtained. This is in contrast to the other approaches (2D Gabor, 2D DCT and DCT-mod2), where one feature vector describes only a small part of the face. Thus a significant percentage (dependent on $\delta$) of the feature vectors is largely unchanged, automatically leading to a degree of robustness.
### Experiments on the Weizmann Dataset

The experiments described in Section 4.3.6 used an artificial illumination direction change. In this Section we compare the performance of 2D DCT, 2D Gabor wavelet and DCT-mod2 feature sets on the Weizmann dataset [3], which has more realistic illumination direction changes.

The Weizmann dataset is rather small, as it is comprised of images of 27 people; moreover, for the direct frontal view, there is only one image per person with uniform illumination (the training image) and two test images where the illumination is either from the left or right; all three images were taken in the same session. As such, the dataset is not the best for verification experiments, but some suggestive results can still be obtained.

The experiment setup is similar to that described in Section 4.3.6. However, due to the small amount of training data, an alternative GMM training strategy is used. Rather than training the client models directly using the EM algorithm, each model is derived from a Universal Background Model (UBM) through MAP adaptation (see Section 2.4.2). The UBM is trained via the EM algorithm using pooled training data from all clients. Moreover, due to the small number of persons in the dataset, the UBM is also used to calculate the impostor likelihood (rather than using a set of background models). A detailed description of this training and testing strategy is presented in Section 2.4.2.

For each illumination type, the client’s own training image was used to simulate a true claim. Images from all other people were used to simulate impostor claims. In total, for each illumination type, there were 27 true claims and 702 impostor claims. The decision threshold was set to obtain performance as close as possible to the EER. In the results shown in Table 4.2 it can be observed that no method is immune to the changes in the illumination direction. However DCT-mod2 features appear to be the least affected, followed by Gabor features and DCT features.

### Face Areas Modelled by the GMM

When using the GMM classifier in conjunction with local features such as Gabor wavelets or 2D DCT derived features, the spatial relations between major face features (e.g. eyes and nose) are in effect lost – this is due to the assumption of independence of each feature vector in Eqn. (4.25). However, good performance is still obtained, implying that the use of more complex classifiers which explicitly preserve spatial relations, such as EGM and pseudo-2D HMM, may not be strictly
necessary. Moreover, due to the loss of the spatial relations, the GMM classifier theoretically has inbuilt robustness to translations\(^\text{10}\) (which may be caused by inaccurate face localisation).

An example of the face areas modelled by each Gaussian (in an 8 Gaussian GMM) is shown in Figure 4.9, where DCT-mod2 feature extraction was used. Images from a video sequence of the face were used to train the model. The selected areas represent the centre blocks used in DCT-mod2 feature extraction (see Section 4.3.5). Some overlap between the areas for different Gaussians is present since a 50% block overlap was used.

As can be observed, the type of area modelled by each Gaussian is generally guided by the degree of smoothness of the area. This can lead to automatic selection of physically meaningful areas, such as the eyes and the nose. This is expected, since the EM algorithm used to train each GMM (see Section 2.4.1) is in effect a probabilistic clustering procedure, where similar features are represented by each Gaussian.

Figure 4.10 shows a typical example of the effect of decomposing a face image in terms of a different person’s model. In this case, fdrd1’s model was used to decompose mbdg0’s face image. By comparing Figures 4.9 and 4.10 it can be seen that fdrd1’s model selects similar areas in fdrd1’s and mbdg0’s face images. Hence if we assume that, in a verification scenario, subject mbdg0 claims to be subject fdrd1, the GMM-based face verification system, in effect, compares fdrd1’s eyes against mbdg0’s eyes.

\(^\text{10}\)Empirical evaluations presented in [152] support this claim.
4.4 Enhanced PCA

As described in Section 4.3.6, the main effect of an illumination direction change is that one part of the face is brighter than the rest. Since the pixel intensity for that part is larger than usual, the dot product obtained by projecting the face onto an eigenface [see Eqn. (4.8)] is now different from the usual result. Because of this, use of PCA derived features results in poor performance under varying illumination conditions.

We propose to address the fragility of PCA derived features to illumination changes by introducing a pre-processing step. A given face image is first processed using DCT-mod2 feature extraction to produce a pseudo-image \( \tilde{F} \), which is then used in place of \( F \) by traditional PCA feature extraction (described in Section 4.3.1). Since the DCT-mod2 feature vectors can be robust to illumination changes, features obtained through this method also have the potential to be robust. We shall refer to this method as enhanced PCA (EPCA). This approach differs to that of Belhumeur et al. [17] where training images in varying illumination conditions are required. It also differs from using an edge detector as the pre-processor (as used by Moghaddam and Pentland [115], resulting in a drop in performance) since local texture information is retained.

Formally, a given image is analysed on a block by block basis, with the blocks overlapping by 50%. Each block has \( N \) rows and \( N \) columns, where \( N = 8 \). For a 50% overlap, processing an image which has \( Y \) rows and \( X \) columns with DCT-mod2 feature extraction results in \( (2^{ \frac{Y}{N} } - 3) \times (2^{ \frac{X}{N} } - 3) \) vectors (due to the feature extraction being only possible for blocks which have vertical and horizontal neighbours). Hence for a \( 56 \times 64 \) image, there are \( 11 \times 13 \) feature vectors. Let us now construct the pseudo image:

\[
\begin{bmatrix}
    d^{(1\Delta b, 1\Delta a)} & d^{(1\Delta b, 2\Delta a)} & d^{(1\Delta b, 3\Delta a)} & \ldots \\
    d^{(2\Delta b, 1\Delta a)} & d^{(2\Delta b, 2\Delta a)} & d^{(2\Delta b, 3\Delta a)} & \ldots \\
    d^{(3\Delta b, 1\Delta a)} & d^{(3\Delta b, 2\Delta a)} & d^{(3\Delta b, 3\Delta a)} & \ldots \\
    \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

where \( d^{(n\Delta b, n\Delta a)} \) denotes the DCT-mod2 feature vector for block located at \((n\Delta b, n\Delta a)\), while \( \Delta b \) and \( \Delta a \) are block location advancement constants for rows and columns respectively. Since \( N = 8 \) and we are using a 50% overlap, \( \Delta b \) and \( \Delta a \) are equal to 4. As each DCT-mod2 feature vector is \( M + 3 \) dimensional, matrix \( \tilde{F} \) has \((M + 3)(2^{ \frac{Y}{N} } - 3)\) rows and \((2^{ \frac{X}{N} } - 3)\) columns.

4.4.1 Experiments and Discussion

Experiments are done with four types of images: (i) high quality, (ii) corrupted with an illumination direction change, (iii) corrupted with compression artefacts, (iv) corrupted with white Gaussian noise. While the illumination direction change may be of most concern in security systems, in forensic applications [98] all three types of image corruption can be important. Here, face images may be obtained in various illumination conditions from various sources: digitally stored video,
possibly damaged and/or low quality analogue video tape or a TV signal corrupted with “static” noise.

The experiment setup is similar to that of Section 4.3.6. The changes are as follows. For experiments involving compression artefacts, face matrices extracted from Sessions 2 and 3 were processed by a JPEG codec [186, 187] (simulating compressed digital video). The JPEG codec reduces the bitrate of a given image at the expense of introducing distortion in the form of compression artefacts. The distortion is measured in terms of Peak Signal to Noise Ratio\(^{11}\) (PSNR). The average PSNR of the corrupted face matrices ranged from 45.66 to 31.13 dB. In a similar manner, for TV “static” noise experiments, face matrices extracted from Sessions 2 and 3 were corrupted by additive white Gaussian noise, with the PSNR ranging from 40 to 15.5 dB. Example face matrices are shown in Figure 4.11. For PCA and EPCA based systems, MAP based training was used.

In the first experiment we compared the performance of EPCA derived features with that of the traditional PCA derived features and DCT-mod2 features, using faces corrupted by the illumination change. Results, shown in Figure 4.12, suggest that EPCA derived features are largely immune to the illumination change and on clean data obtain the same performance as traditional PCA based features.

The second experiment was similar to the first one, with the change that the faces were corrupted by the JPEG codec. Results are shown in Figure 4.13. Both PCA and EPCA based systems are virtually unaffected by the compression artefacts and obtain almost exactly the same performance. DCT-mod2 features have relatively stable performance up to a PSNR of 35.89 dB. Their performance then rapidly degrades as the PSNR is lowered, becoming worse than the PCA and EPCA approaches at a PSNR of 33.3 dB.

In the third experiment the faces were corrupted by additive white Gaussian noise (simulating TV “static” noise). The results are presented in Figure 4.14. Once again, both PCA approaches are virtually immune and obtain very similar performance. Performance of DCT-mod2 features quickly degrades as the PSNR is lowered – it becomes worse than PCA and EPCA at a PSNR of

\(^{11}\)We use the following definition of the Peak Signal to Noise Ratio, expressed in decibels (dB): 
PSNR = 10\log_{10}(peakval^2/\sum_{i,j}(S(i,j) - N(i,j))^2)), where peakval = 255 (for 8 bit images), \(S\) is the original image and \(N\) is the corrupted image. Both images have a size of \(Y\) rows and \(X\) columns.
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Figure 4.12: EER for faces corrupted with the artificial illumination change, using PCA, Enhanced PCA (EPCA), and DCT-mod2 based approaches.

Figure 4.13: As per Figure 4.12, but for faces corrupted with compression artefacts.

Figure 4.14: As per Figure 4.12, but for faces corrupted with white Gaussian noise.
36.5 dB and becomes unusable at a PSNR of 22.5 dB.

We have observed that while the additive noise greatly distorts the image, the average pixel intensity for the whole face remains largely the same (similar reasoning can be applied for the case of images corrupted with compression artefacts). Hence we conjecture that the robustness of PCA and EPCA approaches stems from extracting information from the entire face in one hit (i.e. holistic feature extraction). This is in contrast to the DCT-mod2 based system, which is a type of a local feature system. Here each feature vector describes only a small section of the face and hence is easily affected by additive noise.

4.5 Summary and Future Directions

In this chapter we first overviewed important approaches in the field of face recognition: Geometric features, templates, Principal Component Analysis (PCA), pseudo-2D Hidden Markov Models (HMM), Elastic Graph Matching (EGM), as well as other points were covered. Important issues, such as the effects of an illumination direction change and the use of different face areas, were also covered.

A new feature set (termed DCT-mod2) was proposed; it uses polynomial coefficients derived from 2D DCT coefficients of spatially neighbouring blocks. Its robustness and performance was evaluated against three popular feature sets for use in an identity verification system subject to illumination direction changes. Results on the multi-session VidTIMIT dataset suggest that the proposed feature set is considerably more robust than standard PCA, standard 2D DCT and somewhat more robust than Gabor wavelets.

We proposed to address the fragility of PCA derived features to illumination direction changes by introducing a pre-processing step which involves applying the DCT-mod2 feature extraction to the original face image. A pseudo-image is then constructed by placing all DCT-mod2 feature vectors in a matrix on which traditional PCA feature extraction is performed. It was shown that the enhanced PCA technique retains all the positive aspects of traditional PCA (that is, robustness to compression artefacts and white noise), while also being robust to changes in the illumination direction.

The local feature system (comprised of DCT based feature extraction and a GMM based classifier) used in this chapter has a number of advantages and disadvantages. While it has been shown to be relatively robust to the effects of imperfect face localisation, such as translations [33, 152] (as well as being robust to pose changes, as shown in the following chapter), it may have issues with scalability. In an identification scenario (e.g. for surveillance purposes), a given face may need to be compared to a large number of reference faces (i.e. a watch list). If each reference face is represented by a GMM, the number of evaluations of the exponential function in Eqn. (2.23) [via Eqn. (4.25)] may quickly become prohibitive, especially if a large number of feature vectors is extracted or a large number of components is used in each reference GMM.
To address the scalability issue, an alternative approach based on the so-called “bag of words”
technique [40, 127, 164] could be used. In this technique, a given face would be described as
a histogram of “visual words” occurrences. In particular, each face part (e.g. a block) would
be represented in terms of a large number of pre-set face parts (“words”). The representation
mechanism can be through Vector Quantisation [56], where each face part is assigned to exactly
one word, or through a GMM, where each face part is assigned probabilities of belonging to a
number of words. In the case of the GMM representation, the dictionary of pre-set face parts
would in effect be the UBM.

The “bag of words” technique would be scalable as a given face would only need to be processed
through one GMM, instead of a large number of reference GMMs. Preliminary work in this direction
shows promising results [159]. Furthermore, there might be additional benefits: the histogram of
“visual word” occurrences can be classified by a kernel based technique such as the Support Vector
Machine (SVM) [46, 188]. Due to regularisation as well as the margin constraint, SVMs may have
the advantage of being able to use (in effect) only the most stable and/or discriminative features
(where, in our case, the features would be face parts). A demonstration of this ability is shown
in [16, 63], in the context of cancer classification.
5.1 Overview

In contrast to the previous chapter where we dealt with frontal faces, in this chapter we deal with faces subject to pose variations. Specifically, we address the pose mismatch problem that occurs when there is only a single (frontal) face image available for training and non-frontal faces are presented during testing.

The problem is tackled through building multi-angle models, by extending each frontal face model with artificially synthesised models for non-frontal views. The synthesis methods are based on several implementations of Maximum Likelihood Linear Regression (MLLR), as well as standard multi-variate linear regression (LinReg). All synthesis techniques rely on prior information and learn how face models for the frontal view are related to face models for non-frontal views. We stress that instead of synthesising images, model parameters are synthesised.

The synthesis and extension approach is evaluated by applying it to two face verification systems: a holistic system (based on PCA-derived features) and a local feature system (based on DCT-derived features). Experiments on the FERET dataset suggest that for the holistic system, the LinReg based technique is more suited than the MLLR based techniques. For the local feature system, the results show that synthesis via a new MLLR implementation obtains better performance than synthesis based on traditional MLLR. The results further suggest that multi-angle models are able to considerably reduce errors due to pose variations.

It is also shown that the local feature system is less affected by view changes than the holistic system. This can be attributed to the parts based representation of the face, and, due to the classifier based on mixtures of Gaussians, the lack of constraints on spatial relations between the face parts, allowing for deformations and movements of face areas.
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5.2 Introduction

Many contemporary approaches to face recognition are able to achieve low error rates when dealing with frontal faces (see for example [39, 111]). In order to handle non-frontal faces, previously proposed extensions to 2D approaches include the use of training images (for the person to be recognised) at multiple views [60, 61, 133]. In some applications, such as surveillance, there may be only one reference image (e.g. a passport photograph) for the person to be spotted. In a surveillance video (e.g. at an airport), the pose of the face is usually uncontrolled, thus causing a problem in the form of a mismatch between the training and the test poses.

While true 3D based approaches in theory allow face matching at various poses, current 3D sensing hardware has too many limitations [26], including cost and range. Moreover unlike 2D recognition, 3D technology cannot be retrofitted to existing surveillance systems. Quasi-3D approaches [10, 27] (where the 3D shape is inferred from 2D images) can also be used to deal with pose variations, though we do not pursue this direction here.

In this chapter we concentrate on extending two 2D based techniques. Specifically, we extend the local feature approach presented in Chapter 4 (based on DCT-derived features) and a holistic approach (based on PCA-derived features [85, 174]). In both cases we employ a Bayesian classifier based on Gaussian Mixture Models (GMMs) [46, 149], which is central to our extensions. We exclusively deal with the classification problem, and postulate that the face localisation step has been performed correctly.

The PCA/GMM system is an extreme example of a holistic system where the spatial relations between face characteristics (such as the eyes and nose) are rigidly kept. Contrarily, the DCT/GMM approach is an extreme example of a local feature approach (also known as a parts based approach [99]). Here, the spatial relations between face parts are largely not used, resulting in robustness to translations of the face which can be caused by an automatic face localisation algorithm [33, 152]. In between the two extremes are systems based on multiple template matching [28], modular PCA [133], Pseudo 2D Hidden Markov Models [33, 48, 158] and approaches based on Elastic Graph Matching [45, 94].

We propose to address the single training pose problem by extending each statistical frontal face model with artificially synthesised models for non-frontal views. We propose to synthesise the non-frontal models via methods based on several implementations of Maximum Likelihood Linear Regression (MLLR), as well as standard multi-variate linear regression (LinReg).

In the proposed MLLR-based approach, prior information is used to construct generic face models for different views. A generic GMM does not represent a specific person’s face – instead it represents a population of faces, or interpreted alternatively, a “generic” face. In the field of speech based identity verification, an analogous generic model is known as a world model and as a Universal Background Model [104, 149] (see also Section 2.4.2). Each non-frontal generic model is constructed by learning and applying a MLLR-based transformation to the frontal generic model. When we wish to obtain a person’s non-frontal model, we first obtain the person’s frontal model via
adapting [149] the frontal generic model. A non-frontal face model is then synthesised by applying the previously learned transformation to the person’s frontal model. In order for the system to automatically handle the two views, a person’s frontal model is extended by concatenating it with the newly synthesised model (i.e. we’re building a multi-angle model). The procedure is then repeated for other views. An interpretation of this procedure is shown in Figure 5.1.

The LinReg approach is similar to the MLLR-based approach described above. The main difference is that it learns a common relation between two sets of feature vectors, instead of learning the transformation between generic models. In our case the LinReg technique is applicable only to the holistic system, while the MLLR-based methods are applicable to both holistic and local feature based systems.

The chapter is continued as follows. An overview of related work is given in Section 5.3. In Section 5.4 we briefly describe the dataset used in the experiments and the pre-processing of images. An overview the DCT- and PCA-based feature extraction techniques is given in Section 5.5. Section 5.6 provides a concise description of the GMM based classifier and the different training strategies used when dealing with DCT and PCA derived features. In Section 5.7 we summarise MLLR, while in Section 5.8 we describe model synthesis techniques based on MLLR and standard multi-variate linear regression. Section 5.9 details the process of extending a frontal model with synthesised non-frontal models. Section 5.10 is devoted to experiments evaluating the proposed
synthesis techniques and the use of extended models. The main findings and future directions are presented in Section 5.11.

5.3 Related Work

Previous approaches to addressing single view problems include the synthesis of new images at previously unseen views. Some examples are optical flow based methods [23, 126], linear object classes [180] and methods based on Active Appearance Models [161]. To handle views for which there are no training images, an appearance based face recognition system could then use the synthesised images. The proposed model synthesis and extension approach is inherently more efficient, as the intermediary steps of image synthesis and feature extraction (from synthesised images) are omitted.

The model extension part of the proposed approach is somewhat similar to [61], where features from many real images were used to extend a person’s face model. This is in contrast to the proposed approach, where the models are synthesised to represent the face of a person for various non-frontal views, without having access to the person’s real images. The synthesis part is somewhat related to [108] where the “jets” in the nodes an elastic graph are transformed according to a geometric framework. Apart from the inherent differences in the structure of classifiers (i.e. Elastic Graph Matching compared to a Bayesian classifier), the proposed synthesis approach differs in that it is based on a statistical framework.

5.4 Dataset Setup and Pre-Processing

In our experiments we used a subset of face images from the FERET dataset [134], rather than the VidTIMIT dataset. While VidTIMIT has images with pose variations, the FERET dataset has more subjects and can be considered to be a de-facto dataset for experiments on pose variations. We used images from the ba, bb, bc, bd, be, bf, bg, bh and bi portions, which represent views of 200 persons for approximately 0° (frontal), +60°, +40°, +25°, +15°, -15°, -25°, -40° and -60°, respectively.

The 200 persons were split into three groups: group A, group B and an impostor group\(^1\). There are 90 people each in group A and B, and 20 people in the impostor group. Example images are shown in Figure 5.2. Throughout the experiments, group A is used as a source of prior information while the impostor group and group B are used for verification tests. For most experiments there are

\(^1\)FERET subject IDs for group A: 00019, 00029, 00268, 00647, 00700, 00761, 01013 to 01018, 01020 to 01032, 01034 to 01048, 01050, 01052, 01054 to 01066, 01068 to 01076, 01078 to 01081, 01083, 01084, 01085, 01086, 01088 to 01092, 01094, 01098, 01101, 01103, 01106, 01108, 01111, 01117, 01124, 01125, 01156, 01162, 01172. Group B: 01095 to 01097, 01100, 01102, 01104, 01105, 01107, 01109, 01110, 01112 to 01116, 01118 to 01120, 01122, 01127 to 01136, 01138 to 01142, 01144, 01146 to 01150, 01152 to 01155, 01157 to 01161, 01163 to 01168, 01170, 01171, 01173 to 01178, 01180 to 01202, 01204 to 01206. Impostor group: 01019, 01033, 01049, 01051, 01053, 01067, 01077, 01082, 01087, 01093, 01121, 01123, 01126, 01137, 01143, 01145, 01151, 01169, 01179, 01203.
5.5 Feature Extraction

For convenience, in this section DCT- and PCA-based feature extraction techniques are overviewed below. It must be emphasised that in the PCA based approach, one feature vector represents the entire face (i.e. it is a holistic representation), while in the DCT approach one feature vector represents only a small portion of the face (i.e. it is a local feature representation).
5.5.1 DCT Based System

We use the DCT-mod2 feature extraction technique (described in detail in Chapter 4), which is a modified form of DCT based feature extraction. A given face image is first analysed on a block by block basis. Each block is \( N_P \times N_P \) (here we use \( N_P = 8 \)) and overlaps neighbouring blocks by \( N_O \) pixels. Each block is decomposed in terms of orthogonal 2D Discrete Cosine Transform (DCT) basis functions \([59]\). A feature vector for a given block is then constructed as:

\[
x = \begin{bmatrix} \Delta^h d_0 & \Delta^v d_0 & \Delta^h d_1 & \Delta^v d_1 & \Delta^h d_2 & \Delta^v d_2 & \vdots \end{bmatrix}^T (5.1)
\]

where \( d_n \) represents the \( n \)-th DCT coefficient, while \( \Delta^h d_n \) and \( \Delta^v d_n \) represent the horizontal and vertical delta coefficients respectively. The deltas are computed using DCT coefficients extracted from neighbouring blocks. Compared to standard DCT feature extraction \([48]\), the first three DCT coefficients are replaced by their respective horizontal and vertical deltas as a way of preserving discriminative information while alleviating the effects of illumination changes. Note that this feature extraction is only possible when a given block has vertical and horizontal neighbours. In this study we use \( M = 15 \) (choice based on the results presented in Chapter 4), resulting in an 18 dimensional feature vector for each block.

The degree of overlap (\( N_O \)) has two effects: (i) as overlap is increased the spatial area used to derive one feature vector is decreased (see Figure 4.3 for an example); (ii) as the overlap is increased the number of feature vectors extracted from an image grows quickly (see Table 4.1). As will be shown later, the larger the overlap (and hence the smaller the spatial area for each feature vector), the more the system is robust to view changes.

5.5.2 PCA Based System

In PCA based feature extraction \([85, 174]\), a given face image is represented by a matrix containing grey level pixel values. The matrix is then converted to a face vector, \( f \), by concatenating all the columns. A \( D \)-dimensional feature vector, \( x \), is then obtained by:

\[
x = U^T (f - f_\mu) (5.2)
\]

where \( U \) contains \( D \) eigenvectors (corresponding to the \( D \) largest eigenvalues) of the training data covariance matrix, and \( f_\mu \) is the mean of training face vectors. In our experiments we use frontal faces from group A to find \( U \) and \( f_\mu \).

5.6 GMM Based Classifier

As the GMM classifier is central to the methods proposed in this chapter, we overview it below. The distribution of training feature vectors for each person’s face is modelled by a GMM. There is
also a secondary model, the generic model, which models the distribution of a population of faces, or interpreted alternatively, it represents “generic” face.

In the verification task we wish to find out whether a set of (test) feature vectors, \( X = \{ x_i \}_{i=1}^{N_V} \), extracted from an unknown person’s face, belongs to person \( C \) (which we will refer to as client \( C \)) or someone else (i.e. this is a two class recognition task). We first find the likelihood of set \( X \) belonging to client \( C \) with \(^2\):

\[
p(X|\lambda_C) = \prod_{i=1}^{N_V} p(x_i|\lambda_C)
\]

where

\[
p(x|\lambda) = \sum_{g=1}^{N_G} w_g \mathcal{N}(x|\mu_g, \Sigma_g)
\]

and \( \lambda = \{ w_g, \mu_g, \Sigma_g \}_{g=1}^{N_G} \). Here, \( \mathcal{N}(x|\mu, \Sigma) \) is a \( D \)-dimensional Gaussian function with mean \( \mu \) and diagonal covariance matrix \( \Sigma \):

\[
\mathcal{N}(x|\mu, \Sigma) = \frac{\exp \left[ -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right]}{(2\pi)^{\frac{D}{2}} |\Sigma|^\frac{1}{2}}
\]

\( \lambda_C \) is the parameter set for client \( C \), \( N_G \) is the number of Gaussians and \( w_g \) is the weight for Gaussian \( g \) (with constraints \( \sum_{g=1}^{N_G} w_g = 1 \) and \( \forall g : w_g \geq 0 \)). Secondly, we obtain \( P(X|\lambda_{\text{generic}}) \), which is the likelihood of set \( X \) describing someone else’s face (which we shall refer to as an impostor face). A log-likelihood ratio is then found using

\[
\Lambda(X|\lambda_C, \lambda_{\text{generic}}) = \log p(X|\lambda_C) - \log p(X|\lambda_{\text{generic}})
\]

The verification decision is reached as follows: given a threshold \( t \), the set \( X \) (i.e. the face in question) is classified as belonging to client \( C \) when \( \Lambda(X|\lambda_C, \lambda_{\text{generic}}) \geq t \) or to an impostor when \( \Lambda(X|\lambda_C, \lambda_{\text{generic}}) < t \). Note that \( \Lambda(X|\lambda_C, \lambda_{\text{generic}}) \) can be interpreted as an opinion of how more likely set \( X \) represents client \( C \)’s face than an impostor’s face, and hence can also be used in an open set identification system. Methods for obtaining the parameter set for the generic model and each client model are described in the following sections.

Note that in (5.3) each vector in the set \( X = \{ x_i \}_{i=1}^{N_V} \) was assumed to be independent and identically distributed [46, 188]. When using local features, this results in the spatial relations between face parts to be not used, resulting in robustness to translations of the face [33, 152] (see also Section 4.3.8).

5.6.1 Classifier Training for the DCT Based System

First, the parameters for the generic model are obtained via the Expectation Maximisation (EM) algorithm [46, 42, 109], using all 0° (frontal) data from group A. Here, the EM algorithm tunes the model parameters to optimise the maximum likelihood criterion. The parameters (\( \lambda \)) for each client model are then found by using the client’s training data and adapting the generic model. The adaptation is traditionally done using a form of maximum a-posteriori (MAP) estimation (see

\[^2\]In this chapter we have omitted the normalisation factor \( \frac{1}{N_V} \) as the number of feature vectors extracted by a particular method is always the same.
Section 2.4.2). In this work we shall also employ the MLLR model transformation approaches as adaptation methods. The choice of the adaptation technique depends on the non-frontal model synthesis method used later (Section 5.8).

5.6.2 Classifier Training for the PCA Based System

The subset of the FERET dataset that is used in this work has only one frontal image per person. In PCA-based feature extraction, this results in only one training vector, leading to necessary constraints in the structure of the classifier and the classifier’s training paradigm.

The generic model and all client models for frontal faces are constrained to have only one component (i.e. one Gaussian), with a diagonal covariance matrix. The mean and the covariance matrix of the generic model are taken to be the mean and the covariance covariance matrix of feature vectors from group A, respectively. Instead of adaptation (as done in the DCT based system), each client model inherits the covariance matrix from the generic model. Moreover, the mean of each client model is taken to be the single training vector for that client.

5.7 Maximum Likelihood Linear Regression

In the Maximum Likelihood Linear Regression (MLLR) framework [53, 96], the adaptation of a given model is performed in two steps. In the first step the means are updated while in the second step the covariance matrices are updated, such that:

$$p(X|\tilde{\lambda}) \geq p(X|\hat{\lambda}) \geq p(X|\lambda)$$ (5.6)

where $\tilde{\lambda}$ has both means and covariances updated while $\hat{\lambda}$ has only means updated. The weights are not adapted as the main differences are assumed to be reflected in the means and covariances.

5.7.1 Adaptation of Means

Each adapted mean is obtained by applying a transformation matrix $W_S$ to each original mean:

$$\hat{\mu}_g = W_S \nu_g$$ (5.7)

where $\nu_g = [1 \ \mu_g^T]^T$ and $W_S$ is a $D \times (D + 1)$ transformation matrix which maximises the likelihood of given training data. For $W_S$ shared by $N_S$ Gaussians $\{g_r\}_{r=1}^{N_S}$ (see Section 5.7.3 below), the general form for finding $W_S$ is:

---

3The assumption of a diagonal covariance matrix is supported by the fact that PCA derived feature vectors are decorrelated [46, 188].
\[
\sum_{i=1}^{N_V} \sum_{r=1}^{N_S} p(g_r|x_i, \lambda) \Sigma_{g_r}^{-1} x_i \nu_{g_r}^T = \sum_{i=1}^{N_V} \sum_{r=1}^{N_S} p(g_r|x_i, \lambda) \Sigma_{g_r}^{-1} W_S \nu_{g_r} \nu_{g_r}^T
\]  
\text{(5.8)}
\]

where

\[
p(g|x_i, \lambda) = \frac{w_g N(x_i|\mu_g, \Sigma_g)}{\sum_{n=1}^{N_G} w_n N(x_i|\mu_n, \Sigma_n)}
\]  
\text{(5.9)}
\]

As further elucidation is quite tedious, the reader is referred to [96] for the full solution of \(W_S\).

Two forms of \(W_S\) were originally proposed: full and “diagonal” [96]. We shall refer to MLLR transformation with a full transformation matrix as full-MLLR. When the transformation matrix is forced to be “diagonal”, it has the following form:

\[
W_S = \begin{bmatrix}
w_{1,1} & w_{1,2} & 0 & \cdots & 0 \\
w_{2,1} & 0 & w_{2,3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w_{D,1} & 0 & 0 & \cdots & w_{D,D+1}
\end{bmatrix}
\]  
\text{(5.10)}
\]

We shall refer to MLLR transformation with a “diagonal” transformation matrix as diag-MLLR. We propose a third form of MLLR, where the “diagonal” elements are set to one, i.e.:

\[
W_S = \begin{bmatrix}
w_{1,1} & 1 & 0 & \cdots & 0 \\
w_{2,1} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w_{D,1} & 0 & 0 & \cdots & 1
\end{bmatrix}
\]  
\text{(5.11)}
\]

In other words, each mean is transformed by adding an offset.

As such, Eqn. (5.7) can be rewritten as:

\[
\hat{\mu}_g = \mu_g + \Delta_S
\]  
\text{(5.12)}
\]

where \(\Delta_S\) maximises the likelihood of given training data. This leads to the following solution:

\[
\Delta_S = \left[ \sum_{r=1}^{N_G} \sum_{i=1}^{N_V} p(g_r|x_i, \lambda) \Sigma_{g_r}^{-1} \right]^{-1} \left[ \sum_{r=1}^{N_G} \sum_{i=1}^{N_V} p(g_r|x_i, \lambda) \Sigma_{g_r}^{-1} (x_i - \mu_{g_r}) \right]
\]  
\text{(5.13)}
\]

The derivation for the above solution is given in Appendix C. We shall refer to this form of MLLR as offset-MLLR.
5.7.2 Adaptation of Covariance Matrices

Once the new means are obtained, each new covariance matrix is found using [53]:

$$\tilde{\Sigma}_g = B^T g H_S B_g$$  \hspace{1cm} (5.14)

where

$$B_g = C^{-1}_g$$  \hspace{1cm} (5.15)

$$C_g C^T_g = \Sigma^{-1}_g$$  \hspace{1cm} (5.16)

Here, Eqn. (5.16) is a form of Cholesky decomposition [150]. $H_S$, shared by $N_S$ Gaussians $\{g_r\}_{r=1}^{N_S}$, is found with:

$$H_S = \frac{\sum_{r=1}^{N_S} \left\{ C^T_{gr} \left[ \sum_{i=1}^{N_V} p(g_r|x_i, \lambda) (x_i - \hat{\mu}_{gr}) (x_i - \hat{\mu}_{gr})^T \right] C_{gr} \right\}} {\sum_{i=1}^{N_V} \sum_{r=1}^{N_S} p(g_r|x_i, \lambda)}$$  \hspace{1cm} (5.17)

The covariance transformation may be either full or diagonal. When the full transformation is used, full covariance matrices can be produced even if the original covariances were diagonal to begin with. To avoid this, the off-diagonal elements of $H_S$ can be set to zero. In this work we restrict ourselves to the use of diagonal covariance matrices to reduce the number of parameters that need to be estimated. For full covariance matrices the dataset may not be large enough to robustly estimate the transformation parameters, which could result in the transformed covariance matrices being ill-conditioned [53].

5.7.3 Regression Classes

If each Gaussian is transformed individually, then for full-MLLR there are $D^2 + 2D$ parameters to estimate per Gaussian (i.e. $D \times (D + 1)$ parameters for each mean and $D$ parameters for each covariance matrix); for diag-MLLR, there are $D + D + D = 3D$ parameters and for offset-MLLR there are $D + D = 2D$ parameters. Ideally each Gaussian would have its own transform, however in practical applications the training dataset may not be large enough to reliably estimate the required number of parameters. One way of working around the small training dataset problem is to share a transform across two or more Gaussians [53, 96]. We define which Gaussians are to share a transform by clustering the Gaussians based on the distance between their means.

We define a regression class as $\{g_r\}_{r=1}^{N_S}$ where $g_r$ is the $r$-th Gaussian in the class. All Gaussians in a regression class share the same mean and covariance transforms. In our experiments we vary the number of regression classes from one (all Gaussians share one mean and one covariance transform) to 32 (each Gaussian has its own transform). The number of regression classes is denoted as $N_R$. 79
5.8 Synthesising Client Models for Non-Frontal Views

5.8.1 DCT Based System

In the MLLR based model synthesis technique, we first transform, using prior information, the frontal generic model into a non-frontal generic model for angle $\Theta$. For full-MLLR and diag-MLLR, the parameters which describe the transformation of the means and covariances are $\Psi = \{W_g, H_g\}_{g=1}^{NG}$, while for offset-MLLR the parameters are $\Psi = \{\Delta_g, H_g\}_{g=1}^{NG}$. Parameters $W_g$, $\Delta_g$ and $H_g$ are found as described in Section 5.7. When several Gaussians share the same transformation parameters, the shared parameters are replicated for each Gaussian in question. To synthesise a client model for angle $\Theta$ (i.e. a non-frontal view) the previously learned transformations are applied to the client’s frontal model. The weights are kept the same as for the frontal model. Moreover, each frontal client model is derived from the frontal generic model by MLLR.

5.8.2 PCA Based System

For the PCA based system, we use MLLR based model synthesis in a similar way as described in the section above. The only difference is that each non-frontal client model inherits the covariance matrix from the corresponding non-frontal generic model. Moreover, as each client model has only one Gaussian, we note that the MLLR transformations are “single point to single point” transformations, where the points are the old and new mean vectors.

As described in Section 5.6.2, the mean of each client model is taken to be the single training vector available. Thus in this case a transformation in the feature domain is equivalent to a transformation in the model domain. It is therefore possible to use transformations which are not of the “single point to single point” type. Let us suppose that we have the following multi-variate linear regression model:

$$ B = A W $$

(5.18)

$$
\begin{bmatrix}
  b_1^T \\
  b_2^T \\
  \vdots \\
  b_N^T
\end{bmatrix}
= \begin{bmatrix}
  a_1^T \\
  a_2^T \\
  \vdots \\
  a_N^T
\end{bmatrix}
\begin{bmatrix}
  w_{1,1} & \cdots & w_{1,D} \\
  w_{2,1} & \cdots & w_{2,D} \\
  \vdots & \ddots & \vdots \\
  w_{D+1,1} & \cdots & w_{D+1,D}
\end{bmatrix}
$$

(5.19)

where $N > D+1$, with $D$ being the dimensionality of $a$ and $b$. $W$ is a matrix of unknown regression parameters. Under the sum-of-least-squares regression criterion, $W$ can be found using [150]:

$$ W = (A^T A)^{-1} A^T B $$

(5.20)

Compared to MLLR, this type of regression finds a common relation between two sets of points – as such it may be more accurate than MLLR. Given a set of PCA-derived feature vectors from
group A, representing faces at 0° (frontal view) and Θ (a non-frontal view), we find \( W \). We can then synthesise the single mean for Θ from client \( C \)'s 0° mean using:

\[
\mu^\Theta = \left[ 1 \ (\mu^{0\circ})^T \right] W
\]  

(5.21)

We shall refer to this PCA-specific linear regression based technique as LinReg. We note that for this synthesis technique, \((D+1) \times D = D^2 + D\) parameters need to be estimated.

### 5.9 Multi-Angle Models

In order for the system to automatically handle non-frontal views, each client’s frontal model is extended by concatenating it with synthesised non-frontal models. The frontal generic model is also extended with non-frontal generic models. Formally, an extended (or multi-angle) model is created using:

\[
\lambda^\text{extended} = \lambda^{0\circ} \sqcup \lambda^{+60\circ} \sqcup \lambda^{+40\circ} \cdots \sqcup \lambda^{-40\circ} \sqcup \lambda^{-60\circ}
\]

(5.22)

where \( \lambda^{0\circ} \) represents a frontal model, \( \Phi \) is a set of angles, e.g. \( \Phi = \{ 0^\circ, +60^\circ, \cdots, +15^\circ, -15^\circ, \cdots, -60^\circ \} \), and \( \sqcup \) is an operator for joining GMM parameter sets, defined below.

Let us suppose we have two GMM parameter sets, \( \lambda^x \) and \( \lambda^y \), comprised of parameters for \( N^x_G \) and \( N^y_G \) Gaussians, respectively. The \( \sqcup \) operator is defined as follows:

\[
\lambda^z = \lambda^x \sqcup \lambda^y = \{ \alpha w^x_g, \mu^x_g, \Sigma^x_g \}_{g=1}^{N^x_G} \sqcup \{ \beta w^y_g, \mu^y_g, \Sigma^y_g \}_{g=1}^{N^y_G}
\]

(5.23)

where \( \alpha = N^x_G/(N^x_G + N^y_G) \) and \( \beta = 1 - \alpha \).

### 5.10 Experiments and Discussion

#### 5.10.1 DCT Based System

In the first experiment we studied how the overlap setting in the DCT-mod2 feature extractor and number of Gaussians in the classifier affects performance and robustness. Client models were trained on frontal faces and tested on faces at 0° and +40° views; impostor faces matched the testing view. Traditional MAP adaptation was used to obtain the client models. Results, in terms of EER, are shown in Figures 5.4 and 5.5.

When testing with frontal faces, the overall trend is that as the overlap increases more Gaussians are needed to decrease the error rate. This can be interpreted as follows: the smaller the area used in the derivation of each feature vector, the more Gaussians are required to adequately model the face. When testing with non-frontal faces, the overall trend is that as the overlap increases, the
lower the error rate. There is also a less defined trend when the overlap is 4 pixels or greater: the more Gaussians, the lower the error rate\textsuperscript{4}. While not shown here, the DCT based system obtained similar trends for non-frontal views other than $+40^\circ$. The best performance for $+40^\circ$ faces is achieved with an overlap of 7 pixels and 32 Gaussians, resulting in an EER close to 10\%. We chose this configuration for further experiments.

In the second experiment we evaluated the performance of models synthesised via the full-MLLR, diag-MLLR and offset-MLLR techniques, for varying number of regression classes. Results are presented in Tables 5.1 to 5.4. As can be observed, the full-MLLR technique falls apart when there are two or more regression classes. Its best results (obtained for one regression class) are in some cases worse than for standard frontal models. Frontal client models, obtained by using full-MLLR as an adaptation method, resulted in an EER of 0\% for frontal faces for all configurations of regression classes. Thus while the full-MLLR transformation is adequate for adapting the frontal generic model to frontal client models, the synthesis results suggest that the transformation is only reliable when applied to the specific model it was trained to transform. A further investigation of the sensitivity of the full-MLLR transform is given in the following section.

Compared to full-MLLR, the diag-MLLR technique obtains lower EERs (Table 5.2). We note that the number of transformation parameters for diag-MLLR is significantly less than for full-MLLR. The overall error rate (across all angles) decreases as the number of regression classes increases from one to eight. The performance then deteriorates for higher numbers of

\textsuperscript{4}This is true up to a point: eventually the error rate will go up as there will be too many Gaussians to train adequately with the small size of the training dataset. Preliminary experiments showed that there was little performance gain when using more than 32 Gaussians.
regression classes. The results are consistent with the scenario that once the number of regression classes reaches a certain point, the training dataset is too small to obtain robust transformation parameters. The best performance, obtained at eight regression classes, is for all angles better than the performance of standard frontal models.

The offset-MLLR technique (Table 5.3) has the lowest EERs when compared to full-MLLR and diag-MLLR. It must be noted that it also has the least number of transformation parameters. The overall error rate consistently decreases as the number of regression classes increases from one to 32. The best performance, obtained at 32 regression classes, is for all angles better than the performance of standard frontal models.

<table>
<thead>
<tr>
<th>Angle</th>
<th>(N_R=1)</th>
<th>(N_R=2)</th>
<th>(N_R=4)</th>
<th>(N_R=8)</th>
<th>(N_R=16)</th>
<th>(N_R=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−60°</td>
<td>23.58</td>
<td>48.83</td>
<td>49.50</td>
<td>49.56</td>
<td>49.94</td>
<td>49.81</td>
</tr>
<tr>
<td>−40°</td>
<td>13.11</td>
<td>49.61</td>
<td>49.58</td>
<td>49.50</td>
<td>49.47</td>
<td>49.56</td>
</tr>
<tr>
<td>−25°</td>
<td>5.81</td>
<td>50.39</td>
<td>49.56</td>
<td>49.56</td>
<td>49.97</td>
<td>49.64</td>
</tr>
<tr>
<td>−15°</td>
<td>1.58</td>
<td>49.83</td>
<td>49.47</td>
<td>49.67</td>
<td>49.75</td>
<td>49.69</td>
</tr>
<tr>
<td>+15°</td>
<td>1.28</td>
<td>50.19</td>
<td>49.58</td>
<td>49.61</td>
<td>49.81</td>
<td>49.58</td>
</tr>
<tr>
<td>+25°</td>
<td>4.69</td>
<td>50.17</td>
<td>49.67</td>
<td>49.69</td>
<td>49.97</td>
<td>49.56</td>
</tr>
<tr>
<td>+40°</td>
<td>9.39</td>
<td>49.25</td>
<td>49.67</td>
<td>49.67</td>
<td>49.64</td>
<td>49.53</td>
</tr>
<tr>
<td>+60°</td>
<td>19.53</td>
<td>49.81</td>
<td>49.64</td>
<td>49.81</td>
<td>49.75</td>
<td>49.64</td>
</tr>
</tbody>
</table>

Table 5.1: EER of the full-MLLR synthesis technique for varying number of regression classes (DCT-based system).

<table>
<thead>
<tr>
<th>Angle</th>
<th>(N_R=1)</th>
<th>(N_R=2)</th>
<th>(N_R=4)</th>
<th>(N_R=8)</th>
<th>(N_R=16)</th>
<th>(N_R=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−60°</td>
<td>23.56</td>
<td>22.69</td>
<td>22.11</td>
<td>18.33</td>
<td>23.67</td>
<td>32.61</td>
</tr>
<tr>
<td>−40°</td>
<td>11.86</td>
<td>11.97</td>
<td>11.14</td>
<td>11.19</td>
<td>15.28</td>
<td>25.17</td>
</tr>
<tr>
<td>−25°</td>
<td>5.25</td>
<td>5.72</td>
<td>4.75</td>
<td>3.86</td>
<td>8.06</td>
<td>16.75</td>
</tr>
<tr>
<td>−15°</td>
<td>1.64</td>
<td>1.58</td>
<td>1.56</td>
<td>1.50</td>
<td>3.53</td>
<td>16.81</td>
</tr>
<tr>
<td>+15°</td>
<td>1.36</td>
<td>1.36</td>
<td>1.33</td>
<td>1.36</td>
<td>2.50</td>
<td>15.67</td>
</tr>
<tr>
<td>+25°</td>
<td>4.97</td>
<td>4.42</td>
<td>4.36</td>
<td>3.69</td>
<td>5.92</td>
<td>20.72</td>
</tr>
<tr>
<td>+40°</td>
<td>8.97</td>
<td>8.33</td>
<td>7.86</td>
<td>8.78</td>
<td>17.14</td>
<td>29.28</td>
</tr>
<tr>
<td>+60°</td>
<td>19.81</td>
<td>16.97</td>
<td>16.86</td>
<td>15.31</td>
<td>31.22</td>
<td>31.25</td>
</tr>
</tbody>
</table>

Table 5.2: EER of the diag-MLLR synthesis technique for varying number of regression classes (DCT-based system).
Table 5.3: EER of the offset-MLLR synthesis technique for varying number of regression classes (DCT-based system).

<table>
<thead>
<tr>
<th>Angle</th>
<th>$N_R=1$</th>
<th>$N_R=2$</th>
<th>$N_R=4$</th>
<th>$N_R=8$</th>
<th>$N_R=16$</th>
<th>$N_R=32$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-60^\circ$</td>
<td>23.31</td>
<td>22.78</td>
<td>22.47</td>
<td>19.67</td>
<td>16.97</td>
<td>17.94</td>
</tr>
<tr>
<td>$-40^\circ$</td>
<td>12.28</td>
<td>11.00</td>
<td>10.06</td>
<td>10.83</td>
<td>9.25</td>
<td>7.94</td>
</tr>
<tr>
<td>$-25^\circ$</td>
<td>4.89</td>
<td>5.31</td>
<td>4.64</td>
<td>3.72</td>
<td>3.33</td>
<td>3.44</td>
</tr>
<tr>
<td>$-15^\circ$</td>
<td>1.58</td>
<td>1.58</td>
<td>1.56</td>
<td>1.53</td>
<td>1.44</td>
<td>1.44</td>
</tr>
<tr>
<td>$+15^\circ$</td>
<td>1.36</td>
<td>1.36</td>
<td>1.33</td>
<td>1.33</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td>$+25^\circ$</td>
<td>4.94</td>
<td>4.67</td>
<td>4.42</td>
<td>3.33</td>
<td>3.08</td>
<td>3.28</td>
</tr>
<tr>
<td>$+40^\circ$</td>
<td>9.00</td>
<td>7.42</td>
<td>7.08</td>
<td>7.42</td>
<td>6.81</td>
<td>6.67</td>
</tr>
<tr>
<td>$+60^\circ$</td>
<td>19.86</td>
<td>18.94</td>
<td>18.81</td>
<td>17.11</td>
<td>15.44</td>
<td>14.33</td>
</tr>
</tbody>
</table>

Table 5.4: EER for standard frontal models (obtained via traditional MAP based training) and models synthesised for non-frontal angles via MLLR based techniques (DCT-based system). Best result for a given angle is indicated by an asterisk.

<table>
<thead>
<tr>
<th>Angle</th>
<th>standard (frontal models)</th>
<th>full-MLLR ($N_R=1$)</th>
<th>diag-MLLR ($N_R=8$)</th>
<th>offset-MLLR ($N_R=32$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-60^\circ$</td>
<td>22.72</td>
<td>23.58</td>
<td>18.33</td>
<td>* 17.94</td>
</tr>
<tr>
<td>$-40^\circ$</td>
<td>11.47</td>
<td>13.11</td>
<td>11.19</td>
<td>* 7.94</td>
</tr>
<tr>
<td>$-25^\circ$</td>
<td>5.72</td>
<td>5.81</td>
<td>3.86</td>
<td>* 3.44</td>
</tr>
<tr>
<td>$-15^\circ$</td>
<td>2.83</td>
<td>1.58</td>
<td>1.50</td>
<td>* 1.44</td>
</tr>
<tr>
<td>$+15^\circ$</td>
<td>2.64</td>
<td>* 1.28</td>
<td>1.36</td>
<td>1.42</td>
</tr>
<tr>
<td>$+25^\circ$</td>
<td>5.94</td>
<td>4.69</td>
<td>3.69</td>
<td>* 3.28</td>
</tr>
<tr>
<td>$+40^\circ$</td>
<td>10.11</td>
<td>9.39</td>
<td>8.78</td>
<td>* 6.67</td>
</tr>
<tr>
<td>$+60^\circ$</td>
<td>24.72</td>
<td>19.53</td>
<td>15.31</td>
<td>* 14.33</td>
</tr>
</tbody>
</table>
5.10.2 Analysis of MLLR Sensitivity

The results presented in the previous section show that the full-MLLR technique is only reliable when applied directly to the specific model it was trained to transform, making the full-MLLR transform unsuitable for model synthesis (where a related model is transformed, instead of the model for which the transformation was learned). In this section we explore this observation further by measuring how sensitive the full-MLLR, diag-MLLR and offset-MLLR transforms are to perturbations of the model they were trained to transform.

The sensitivity is measured as follows. The transformation of the frontal generic model to a $+60^\circ$ generic model is learned (using 32 regression classes) and the average log-likelihood of $+60^\circ$ data from group A is found:

$$
\mathcal{A}(X|\lambda_{+60^\circ_{\text{generic}}}) = \frac{1}{NV} \log p(X|\lambda_{+60^\circ_{\text{generic}}}) \quad (5.24)
$$

The mean vectors of the frontal generic model are then “corrupted” by adding Gaussian noise with zero mean and various levels of variance. Formally:

$$
\left[ \mu_{g,d}^{\text{corrupted}} \right]^T = \left[ \mu_{g,d}^{\text{original}} + \mathcal{R}(0, \sigma^2) \right]_{d=1}^D
$$

where $\mu_{g,d}$ is the $d$-th element of $\mu_g$ and $\mathcal{R}(0, \sigma^2)$ is a Gaussian distributed random variable with zero mean and variance $\sigma^2$. The previously learned transformation is applied to the “corrupted” frontal generic model to obtain a “corrupted” $+60^\circ$ generic model. The average log-likelihood of $+60^\circ$ data from group A is then found as per Eqn. (5.24). This process is repeated ten times for each variance setting and the mean of the average log-likelihood is taken. The mean value represents how well the transformed model represents the $+60^\circ$ data; the lower the value, the worse the representation. Results are presented in Table 5.5.

By treating the mean vectors of frontal client models as noisy instances of the frontal generic model mean vectors (where the frontal client models were derived from the original frontal generic model), it is possible to measure the overall “variance” of the frontal mean vectors. This is the variance that a synthesis technique must handle. While the frontal client models also differ from the frontal generic model in their covariance matrices, we believe this approach nevertheless provides suggestive results.

The full-MLLR, diag-MLLR and offset-MLLR approaches for deriving frontal client models (from the original frontal generic model) obtained similar overall “variance” of frontal client means of around 90. From the results shown in Table 5.5 it can be observed that the full-MLLR transformation is easily affected by small perturbations of the frontal generic model. Close to level of the required variance (i.e. at 100), the full-MLLR approach produces a $+60^\circ$ generic model which very poorly represents the data on which the transform was originally trained. In comparison, the diag-MLLR and offset-MLLR transforms are largely robust to perturbations of the frontal generic model, with the offset-MLLR approach the most stable.
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5.10. Experiments and Discussion

<table>
<thead>
<tr>
<th>noise variance</th>
<th>full-MLLR</th>
<th>diag-MLLR</th>
<th>offset-MLLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>−74.81</td>
<td>−74.81</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-7}$</td>
<td>−76.51</td>
<td>−74.81</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-6}$</td>
<td>−78.76</td>
<td>−74.81</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-5}$</td>
<td>−83.34</td>
<td>−74.81</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-4}$</td>
<td>−91.63</td>
<td>−74.82</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-3}$</td>
<td>−119.95</td>
<td>−74.85</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-2}$</td>
<td>−367.01</td>
<td>−75.14</td>
<td>−74.81</td>
</tr>
<tr>
<td>$1 \times 10^{-1}$</td>
<td>$-246.57 \times 10^1$</td>
<td>−75.55</td>
<td>−74.82</td>
</tr>
<tr>
<td>1</td>
<td>$-313.49 \times 10^2$</td>
<td>−76.80</td>
<td>−74.92</td>
</tr>
<tr>
<td>$1 \times 10^{+1}$</td>
<td>$-205.79 \times 10^3$</td>
<td>−78.29</td>
<td>−75.96</td>
</tr>
<tr>
<td>$1 \times 10^{+2}$</td>
<td>$-172.71 \times 10^4$</td>
<td>−84.32</td>
<td>−81.59</td>
</tr>
<tr>
<td>$1 \times 10^{+3}$</td>
<td>$-283.12 \times 10^5$</td>
<td>−104.29</td>
<td>−95.81</td>
</tr>
</tbody>
</table>

Table 5.5: Mean of the average log-likelihood [Eqn. (5.24)] computed using $+60^\circ$ generic model; the $+60^\circ$ generic model was derived from a noise corrupted frontal generic model using a fixed transform (either full-MLLR, diag-MLLR or offset-MLLR).

5.10.3 PCA Based System

In the first experiment we studied how the dimensionality of the feature vectors used in the PCA based system affects robustness to varying pose. Client models were trained on frontal faces and tested on faces from $-60^\circ$ to $+60^\circ$ views; impostor faces matched the testing view. Results for $-60^\circ$ to $0^\circ$ are shown in Figure 5.6 (results for $+15^\circ$ to $+60^\circ$, not shown, have very similar trends).

As can be observed, a dimensionality of at least 40 is required to achieve perfect verification on frontal faces (this is consistent with the results presented in [158]). For non-frontal faces at $\pm 60^\circ$ and $\pm 40^\circ$, the error rate generally increases as the dimensionality increases, and saturates when the dimensionality is about 15. Hence there is somewhat of a trade-off between the error rates on frontal faces and non-frontal faces, controlled by the dimensionality. Since in this work we are pursuing extensions to standard 2D approaches, the dimensionality has been fixed at 40 for further experiments. Using a lower dimensionality of, say 4, offers better performance for non-frontal faces, however it comes at the cost of an EER of about 10% on frontal faces.

We note that the PCA based system (which is holistic in nature) is much more affected by view changes than the DCT based system. This can be attributed to the rigid preservation of spatial relations between face areas, which is in contrast to the DCT/GMM based approach, where the spatial relations between face parts are very loose. The loose spatial relations allow for the deformations and movements of face areas, which can occur due to view changes. Interestingly, empirical evidence suggests that humans may recognise faces by parts rather than in a holistic manner [106].
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In the second experiment we evaluated the performance of models synthesised using LinReg and MLLR-based techniques. As there is only one Gaussian per client model, there was only one regression class for MLLR techniques. Results in Table 5.6 show that model synthesis with full-MLLR and diag-MLLR was unsuccessful. Since the LinReg technique works quite well and has a similar number of free parameters as full-MLLR, we attribute the failure of full-MLLR and diag-MLLR to their sensitivity to the starting point, which was described in the preceding section.

While models synthesised by offset-MLLR exhibit better performance than standard frontal models, they are easily outperformed by models synthesised via the LinReg technique. This supports the view that “single point to single point” type transformations (such as MLLR) are less useful for the PCA-based system.

Figure 5.6: EER of the PCA based system (trained on frontal faces) for increasing dimensionality and the following angles: $-60^\circ$, $-40^\circ$, $-25^\circ$, $-15^\circ$ and $0^\circ$ (frontal).

<table>
<thead>
<tr>
<th>Angle</th>
<th>frontal</th>
<th>full-MLLR</th>
<th>diag-MLLR</th>
<th>offset-MLLR</th>
<th>LinReg</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-60^\circ$</td>
<td>40.97</td>
<td>49.67</td>
<td>50.00</td>
<td>38.56</td>
<td>* 14.92</td>
</tr>
<tr>
<td>$-40^\circ$</td>
<td>32.61</td>
<td>50.00</td>
<td>49.97</td>
<td>25.75</td>
<td>* 17.19</td>
</tr>
<tr>
<td>$-25^\circ$</td>
<td>19.31</td>
<td>49.69</td>
<td>49.75</td>
<td>* 13.81</td>
<td>15.78</td>
</tr>
<tr>
<td>$-15^\circ$</td>
<td>8.69</td>
<td>49.58</td>
<td>49.72</td>
<td>6.86</td>
<td>* 6.44</td>
</tr>
<tr>
<td>$+15^\circ$</td>
<td>10.39</td>
<td>49.67</td>
<td>49.69</td>
<td>8.36</td>
<td>* 5.72</td>
</tr>
<tr>
<td>$+25^\circ$</td>
<td>20.83</td>
<td>49.58</td>
<td>49.97</td>
<td>14.00</td>
<td>* 7.78</td>
</tr>
<tr>
<td>$+40^\circ$</td>
<td>34.36</td>
<td>49.78</td>
<td>50.00</td>
<td>28.97</td>
<td>* 15.00</td>
</tr>
<tr>
<td>$+60^\circ$</td>
<td>44.92</td>
<td>49.83</td>
<td>49.47</td>
<td>38.44</td>
<td>* 14.89</td>
</tr>
</tbody>
</table>

Table 5.6: Performance comparison (in terms of EER) between frontal models and synthesised non-frontal models for the PCA based system. Best result for a given angle is indicated by an asterisk.
5.10.4 Performance of Multi-Angle Models

In the experiments described in Sections 5.10.1 and 5.10.3, it was assumed that the angle of the face is known. In this section we progressively remove this constraint and propose to handle varying pose by extending each client’s frontal model with the client’s synthesised non-frontal models. We shall refer to these extended models as multi-angle models.

In the first experiment we compare the performance of multi-angle models to frontal models and models synthesised for a specific angle; impostor faces matched the test view. For the DCT based system, each client’s frontal model is extended with models synthesised by the offset-MLLR technique (with 32 regression classes) for the following angles: ±60°, ±40° and ±25°. Synthesised models for ±15° were not used since they provided little performance benefit over the 0° model (see Table 5.4). The frontal generic model is also extended with non-frontal generic models. Since each frontal model had 32 Gaussians, each multi-angle model has 224 Gaussians. Following the offset-MLLR based model synthesis paradigm, each frontal client model is derived from the frontal generic model using offset-MLLR. The results are presented in Table 5.7 and Figure 5.7.

For the PCA based system, model synthesis is accomplished using LinReg. Each client’s frontal model is extended for the following angles: ±60°, ±40°, ±25° and ±15°. The frontal generic model is also extended with non-frontal generic models. Since each frontal model had one Gaussian, each extended model has nine Gaussians. The results are given in Table 5.8 and Figure 5.8.

The results show that for most angles the multi-angle models have only a small reduction in performance when compared to models synthesised for a specific angle. This also suggests that the multi-angle approach could be used instead of selecting the most appropriate synthesised model (via detection of the face angle), thus reducing the complexity of a multi-view face verification system.

In the first experiment impostor attacks and true claims were evaluated for each angle separately. In the second experiment we relax this restriction and allow true claims and impostor attacks to come from all angles, resulting in 90 × 9 = 810 true claims and 90 × 20 × 9 = 16200 impostor attacks. An overall EER is then found. For both DCT and PCA based systems two types of models are used: frontal and multi-angle. For the DCT based system, frontal models were derived from the generic model using offset-MLLR. From the results presented in Table 5.9, it can be observed that the multi-angle approach reduces the error rate in both PCA and DCT based systems, with the DCT based system achieving the lowest EER. The largest error reduction is present in the PCA based system, where the EER is reduced by a remarkable 57.9%. For the DCT based system the EER is reduced by a notable 26.1%.
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5.10. Experiments and Discussion

<table>
<thead>
<tr>
<th>Angle</th>
<th>Frontal</th>
<th>Synth’d</th>
<th>Multi-Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>−60°</td>
<td>28.22</td>
<td>17.94</td>
<td>18.25</td>
</tr>
<tr>
<td>−40°</td>
<td>15.17</td>
<td>7.94</td>
<td>9.36</td>
</tr>
<tr>
<td>−25°</td>
<td>6.06</td>
<td>3.44</td>
<td>3.28</td>
</tr>
<tr>
<td>−15°</td>
<td>1.61</td>
<td>1.44</td>
<td>1.64</td>
</tr>
<tr>
<td>+15°</td>
<td>1.44</td>
<td>1.42</td>
<td>1.67</td>
</tr>
<tr>
<td>+25°</td>
<td>5.67</td>
<td>3.28</td>
<td>3.53</td>
</tr>
<tr>
<td>+40°</td>
<td>9.39</td>
<td>6.67</td>
<td>5.94</td>
</tr>
<tr>
<td>+60°</td>
<td>23.75</td>
<td>14.33</td>
<td>16.56</td>
</tr>
</tbody>
</table>

Table 5.7: EER performance of the DCT based system using frontal, synthesised (for a specific angle) and multi-angle models. Offset-MLLR based training (frontal models) and synthesis (non-frontal models) was used.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Frontal</th>
<th>Synth’d</th>
<th>Multi-Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>−60°</td>
<td>40.97</td>
<td>14.92</td>
<td>15.33</td>
</tr>
<tr>
<td>−40°</td>
<td>32.61</td>
<td>17.19</td>
<td>17.56</td>
</tr>
<tr>
<td>−25°</td>
<td>19.31</td>
<td>15.78</td>
<td>14.94</td>
</tr>
<tr>
<td>−15°</td>
<td>8.69</td>
<td>6.44</td>
<td>9.17</td>
</tr>
<tr>
<td>+15°</td>
<td>10.39</td>
<td>5.72</td>
<td>3.67</td>
</tr>
<tr>
<td>+25°</td>
<td>20.83</td>
<td>7.78</td>
<td>8.11</td>
</tr>
<tr>
<td>+40°</td>
<td>34.36</td>
<td>15.00</td>
<td>15.67</td>
</tr>
<tr>
<td>+60°</td>
<td>44.92</td>
<td>14.89</td>
<td>16.08</td>
</tr>
</tbody>
</table>

Table 5.8: As per Table 5.7 but using the PCA based system. LinReg model synthesis was used.

Figure 5.7: EER performance of the DCT based system using frontal and multi-angle models (data from Table 5.7).

Figure 5.8: EER performance of the PCA based system using frontal and multi-angle models (data from Table 5.8).
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5.11 Summary and Future Directions

In this chapter we addressed the pose mismatch problem which can occur in face verification systems that have only a single (frontal) face image available for training. In the framework of a Bayesian classifier based on mixtures of Gaussians, the problem was tackled through extending each frontal face model with artificially synthesised models for non-frontal views. The synthesis was accomplished via methods based on several implementations of Maximum Likelihood Linear Regression (MLLR) (originally developed for tuning speech recognition systems), and standard multi-variate linear regression (LinReg). To our knowledge this is the first time MLLR has been adapted for face verification.

All synthesis techniques rely on prior information and learn how face models for the frontal view are related to face models at non-frontal views. The synthesis and extension approach was evaluated by applying it to two face verification systems: a holistic system (utilising PCA derived features) and a local feature system (using DCT derived features).

Experiments on the FERET dataset suggest that for the PCA based system, the LinReg technique (which is based on a common relation between two sets of points) is more suited than the MLLR based techniques (which are “single point to single point” transforms in the PCA based system). For the DCT based system, the results show that synthesis via a new MLLR implementation obtains better performance than synthesis based on traditional MLLR (mainly due to a lower number of parameters). The results further suggest that extending frontal models considerably reduces errors in both systems.

The results also show that the standard DCT based system (trained on frontal faces) is less affected by view changes than the PCA based system. This can be attributed to the parts based representation of the face (via local features) and, due to the classifier based on mixtures of Gaussians, the lack of constraints on spatial relations between face parts. The lack of constraints allows for deformations and movements of face areas, which can occur due to view changes. This is in contrast to the PCA based system, where, due to the holistic representation, the spatial relations are rigidly kept. Interestingly, empirical evidence suggests that humans may recognise faces by parts rather than in a holistic manner [106].

<table>
<thead>
<tr>
<th>System</th>
<th>Model type</th>
<th>Frontal</th>
<th>Multi-angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA based</td>
<td></td>
<td>27.34</td>
<td>11.51</td>
</tr>
<tr>
<td>DCT based</td>
<td></td>
<td>14.82</td>
<td>10.96</td>
</tr>
</tbody>
</table>

Table 5.9: Overall EER performance of frontal and multi-angle models, where true claims and impostor attacks come from all available face angles.
Future areas of exploration, specific to dealing with pose variations, include whether it is possible to interpolate between two synthesised models to generate a third model for a view for which there is no prior information. A related question is how many discrete views are necessary to adequately cover a wide range of poses. The dimensionality reduction matrix $U$ in the PCA approach was defined using only frontal faces; higher performance may be obtained by incorporating non-frontal faces.

The local feature/GMM approach can be extended by embedding position information into each feature vector [33], thus placing a weak constraint on the face areas each Gaussian can model (as opposed to the current absence of constraints). This in turn could make the transformation of frontal models to non-frontal models more accurate, as different face areas effectively “move” in different ways when there is a view change. Alternatively, the GMM based classifier can be replaced with a (more complex) pseudo-2D Hidden Markov Model based classifier [33, 48] (see also Section 4.2.3), where there is a more stringent constraint on the face areas modelled by each Gaussian. Lastly, it would be useful to devise alternative size normalisation approaches in order to address the face scaling problem mentioned in Section 5.4.
Chapter 6

Verification Using Fused Speech and Face Information

6.1 Overview

This chapter first provides an overview of key concepts in the information fusion area, followed by a review of important milestones in audio-visual person identification and verification. Several adaptive and non-adaptive techniques for reaching the verification decision, based on combined speech and face information, are then evaluated in clean and noisy audio conditions on a common dataset. It is shown that in clean conditions most of the non-adaptive approaches provide similar performance and in noisy conditions most exhibit a severe deterioration in performance. It is also shown that current adaptive approaches are either inadequate or use restrictive assumptions. A new category of classifiers is then introduced, where the decision boundary is fixed but constructed to take into account how the distributions of opinions are likely to change due to noisy conditions. Compared to a previously proposed adaptive approach, the proposed classifiers do not make a direct assumption about the type of noise that causes the mismatch between training and testing conditions.

6.2 Information Fusion Background

Broadly speaking, the term information fusion encompasses areas which deal with using a combination of different sources of information, either to generate one representational format, or to reach a decision. This includes: consensus building, team decision theory, committee machines, integration of multiple sensors, multi-modal data fusion, combination of multiple experts/classifiers, distributed detection and distributed decision making. Some pioneering publications can be traced back to early 1980s [14, 132, 170, 171].
When looking from the point of decision making, there are several motivations for using information fusion:

- Using complementary information (e.g. audio and video) can reduce error rates.
- Use of multiple sensors (i.e. redundancy) can increase reliability.
- Cost of implementation can be reduced by using several cheap sensors rather than one expensive sensor.
- Sensors can be physically separated, allowing the acquisition of information from different points of view.

Humans use information fusion every day; some examples are: use of both eyes, seeing and touching the same object, or seeing and hearing a person talk (which improves intelligibility in noisy situations [166]). Several species of snakes combine infrared information with visual information [76, 101].

This section is an overview of key approaches to information fusion. In the literature information fusion is often divided into several categories: sensor data level fusion, feature level fusion, score fusion and decision fusion [66, 76, 156]. However, it is more intuitive to classify it into three main categories: pre-mapping fusion, midst-mapping fusion and post-mapping fusion, as shown in Figure 6.1. In pre-mapping fusion, information is combined before any use of classifiers or experts. In midst-mapping fusion, information is combined during mapping from sensor-data/feature space into opinion/decision space, while in post-mapping fusion, information is combined after mapping...
from sensor-data/feature space into opinion/decision space (here the mapping is accomplished by an ensemble of experts or classifiers. While a classifier provides a hard decision, an expert provides an opinion (e.g. in the \([0,1]\) interval) on each possible decision).

In pre-mapping fusion, there are two main sub-categories: sensor data level fusion and feature level fusion. In post-mapping fusion, there are also two main sub-categories: decision fusion and opinion fusion. It must be noted that in some literature (e.g. \([66, 76, 179]\)) the term “decision fusion” also encompasses opinion fusion. However, since each expert provides an opinion and not a decision, sub-typing opinion fusion under “decision fusion” is questionable.

Silsbee and Bovik \([166]\) refer to pre-mapping fusion and post-mapping fusion as pre-categorical integration and post-categorical integration, respectively. Wark \([184]\) refers to pre-mapping fusion as input level or early fusion and post-mapping fusion as classifier level or late fusion. Ross and Jain \([156]\) refer to opinion fusion as score fusion.

In order to aid understanding, the following description of fusion methods is presented in the general context of class identification. Wherever necessary, comments are included to elucidate a fusion approach in terms of the verification application. This section leads onto the review of important milestones in the field of information fusion in audio-visual person recognition (Section 6.3).

### 6.2.1 Pre-mapping Fusion: Sensor Data Level

In sensor data level fusion \([66]\), the raw data from sensors is combined. Depending on the application, there are two main methods to accomplish this: weighted summation and mosaic construction. For example, weighted summation can be employed to combine visual and infra-red images into one image, or, in the form of an average operation, to combine the data from two microphones (to reduce the effects of noise). The data must first be commensurate, which can be accomplished by mapping to a common interval. Mosaic construction can be employed to create one image out of images provided by several cameras, where each camera is observing a different part of the same object \([76]\).

### 6.2.2 Pre-mapping Fusion: Feature Level

In feature level fusion, features extracted from data provided by several sensors (or from one sensor but using different feature extraction techniques \([137]\)) are combined. If the features are commensurate, the combination can be accomplished by a weighted summation (e.g. features extracted from data provided by two microphones). If the features are not commensurate, feature vector concatenation can be employed \([4, 66, 100, 156]\), where a new feature vector can be constructed by concatenating two or more feature vectors (e.g. to combine audio and visual features).

There are three downsides to the feature vector concatenation approach. The first is that there is no explicit control over how much each vector contributes to the final decision. The second
downside is that the separate feature vectors must be available at the same frame rate (i.e. the feature extraction must be synchronous), which can be a problem when combining speech and visual feature vectors\(^1\). The third downside is the dimensionality of the resulting feature vector, which can lead to the “curse of dimensionality” problem [46]. Due to the above problems, in many cases the post-mapping fusion approach is preferred (described in Sections 6.2.4 and 6.2.5).

6.2.3 Midst-Mapping Fusion

Compared to other fusion techniques presented in this chapter, midst-mapping fusion is a relatively new and more complex concept. Here several information streams are processed concurrently while mapping from feature space into opinion/decision space. Midst-mapping fusion can be used for exploitation of temporal synergies between the streams (e.g. a speech signal and the corresponding video of lip movements), with the ability to avoid problems present in vector concatenation. Examples of this type of fusion are extended Hidden Markov Models (adapted to handle multiple streams of data [19, 20, 138, 141]), which have been shown useful for text-dependent person verification [19, 123, 183].

6.2.4 Post-Mapping Fusion: Decision Fusion

In decision fusion [66, 76], each classifier in an ensemble of classifiers provides a hard decision. The classifiers can be of the same type but working with different features (e.g. audio and video data), non-homogeneous classifiers working with the same features, or a hybrid of the previous two types. The decisions can be combined by majority voting, combination of ranked lists, or using and & or operators.

The inspiration behind the use of non-homogeneous classifiers with the same features stems from the belief that each classifier (due to different internal representation) may be “good” at recognising a particular set of classes while being “bad” at recognising a different set of classes. Hence a combination of classifiers may overcome the “bad” properties of each classifier [71, 87].

Majority Voting

In majority voting [57, 76, 142], a consensus is reached on the decision by having a majority of the classifiers declaring the same decision. There are two downsides to the voting approach: (i) an odd number of classifiers is required to prevent ties; (ii) the number of classifiers must be greater than the number of classes (possible decisions) to ensure a decision is reached.

\(^1\)For example, speech feature vectors are usually extracted at a rate of 100 per second [135], while visual features are constrained by the video camera’s frame rate (25 fps in the PAL standard and 30 fps in the NTSC standard [173]).
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Ranked List Combination

In ranked list combination [2, 71, 142], each classifier provides a ranked list of class labels, with the top entry indicating the most preferred class and the bottom entry indicating the least preferred class. The ranked lists can then be combined via various means [71], possibly taking into account the reliability and discrimination ability of each classifier. The decision is then usually reached by selecting the top entry in the combined ranked list.

AND Fusion

In AND fusion [101, 178], a decision is reached only when all the classifiers agree. As such, this type of fusion is quite restrictive. For multi-class problems no decision may be reached, thus it is mainly useful in situations where one would like to detect the presence of an event/object, with a low false acceptance bias. In a person verification scenario, where the task is to detect the presence of a true claimant, this translates to a low False Acceptance Rate (FAR) at the inconvenience of a high False Rejection Rate (FRR). Such an operating characteristic might be useful in high-security applications.

OR Fusion

In OR fusion [101, 178], a decision is made as soon as one of the classifiers makes a decision. In comparison to AND fusion, this type of fusion is very relaxed, providing multiple possible decisions in multi-class problems. Since in most multi-class problems this is undesirable, OR fusion is mainly useful where one would like to detect the presence of an event/object with a low false rejection bias. For the verification task this translates to a low FRR and high FAR.

6.2.5 Post-Mapping Fusion: Opinion Fusion

In opinion fusion [66, 76, 156, 179] (also referred to as score fusion), an ensemble of experts provides an opinion on each possible decision. Since non-homogeneous experts can be used (e.g. where one expert provides its opinion in terms of distances while another in terms of a likelihood measure), the opinions are usually required to be commensurate before further processing. This can be accomplished by mapping the output of each expert to the [0, 1] interval\(^2\), where 0 indicates the lowest opinion and 1 the highest opinion. While the term non-homogeneous usually implies a different expert structure, it is sufficient for a set of experts to be considered non-homogeneous if they are using different features (e.g. audio and video features, or different features extracted from one modality [137]).

In ranked list combination fusion (which doesn’t require the mapping step) the rank itself could be considered to indicate the opinion of the classifier. However, compared to opinion fusion, some information regarding the “goodness” of each possible decision is lost.

\(^2\)The mapping can be performed via a sigmoid. See Section 6.4.4 for more information.
Opinions can be combined using weighted summation or weighted product approaches before using a classification criterion, such as the max operator (which selects the class with the highest opinion), to reach a decision. Alternatively, a post-classifier can be used to directly reach a decision. In the former approach, each expert can be considered to be an elaborate discriminant function, working on its own section of the feature space [46].

The inherent advantage of weighted summation and product fusion over feature vector concatenation and decision fusion is that the opinions from each expert can be weighted. The weights can be selected to reflect the reliability and discrimination ability of each expert. Hence when fusing opinions from a speech and a face expert, it is possible to decrease the contribution of the speech expert when working in low audio SNR conditions (this type of fusion is known as adaptive fusion). The weights can also be optimised to satisfy a given criterion (e.g. to obtain EER performance).

Weighted Summation Fusion

In weighted summation, the opinions regarding class $j$ from $N_E$ experts are combined using:

$$f_j = \sum_{i=1}^{N_E} w_i o_{i,j}$$  \hspace{1cm} (6.1)

where $o_{i,j}$ is the opinion from the $i$-th expert and $w_i$ is the corresponding weight in the $[0, 1]$ interval, with the constraints $\sum_{i=1}^{N_E} w_i = 1$ and $\forall i : w_i \geq 0$. When all the weights are equal, Eqn. (6.1) reduces to an arithmetic mean operation. The weighted summation approach is also known as the sum rule [5, 87].

Weighted Product Fusion

The opinions can be interpreted as posterior probabilities in the Bayesian framework [30]. Assuming the experts are independent, the opinions regarding class $j$ from $N_E$ experts can be combined using a product rule:

$$f_j = \prod_{i=1}^{N_E} o_{i,j}$$ \hspace{1cm} (6.2)

To account for varying discrimination ability and reliability of each expert, the above method is modified by introducing weighting:

$$f_j = \prod_{i=1}^{N_E} (o_{i,j})^{w_i}$$  \hspace{1cm} (6.3)

The weighted product approach is also known as the product rule [5, 87]. There are two downsides to weighted product fusion: (i) one expert can have a large influence over the fused opinion - for example, an opinion close to zero from one expert sets the fused opinion also close to zero; (ii) the independence assumption is only strictly valid when each expert is using independent features.
Post-Classifier

Since the opinions produced by the experts indicate the “likelihood” of a particular class, the opinions can be considered as features in “likelihood space”. The opinions from $N_E$ experts regarding $N_C$ classes form a $N_E N_C$-dimensional opinion vector, which is used by a classifier to make the final decision. We shall refer to such a classifier as a post-classifier\(^3\). It must be noted that the opinions do not necessarily have to be commensurate, as it is the post-classifier’s job to provide adequate mapping from the “likelihood space” to class label space.

The obvious downside of this approach is that the resultant dimensionality of the opinion vector is dependent on the number of experts as well as the number of classes, which can be quite large in some applications. However, in a verification application, the dimensionality of the opinion vector is usually only dependent on the number of experts \([22]\). Each expert provides only one opinion, indicating the likelihood that a given claimant is the true claimant. The post-classifier then provides a decision boundary in $N_E$-dimensional space, separating the impostor and true claimant classes\(^4\).

Special Case of Equivalence of Weighted Summation and Post-Classifier Approaches

In a normal verification application, there are only two classes (i.e. true claimants and impostors) and each expert provides only one opinion. Once the fused score is obtained using the weighted summation approach the accept/reject decision can be reached as follows: given a threshold $t$, the claim is accepted when $f \geq t$ (i.e. true claimant). The claim is rejected when $f < t$ (i.e. impostor). Eqn. (6.1) can thus be modified to:

$$F(o) = w^T o - t \quad (6.4)$$

where $w^T = [w_i]_{i=1}^{N_E}$ and $o^T = [o_i]_{i=1}^{N_E}$. The decision is accordingly modified to: the claim is accepted when $F(o) \geq 0$. The claim is rejected when $F(o) < 0$.

It can be seen that Eqn. (6.4) is a form of a linear discriminant function \([46]\), indicating that the procedure of weighted summation followed by thresholding creates a linear decision boundary in $N_E$-dimensional space. Thus in the verification application, weighted summation fusion is equivalent to a post-classifier which uses a linear decision boundary to separate the true claimant and impostor classes.

6.2.6 Hybrid Fusion

For certain applications, it may be necessary to combine various fusion techniques due to practical considerations. For example, Hong and Jain \([72]\) used a fingerprint expert and a frontal face expert. A hybrid fusion scheme involving a ranked list and opinion fusion was used: opinions of the face expert for the top $n$ identities were combined with the opinions of the fingerprint expert for the

---

\(^3\)In the identification scenario, the described post-classifier is a natural extension of the approach presented in \([6]\). In the verification scenario it has been implemented by Ben-Yacoub et al. \([22]\) as a binary classifier.

\(^4\)see Figure 6.6 for example decision boundaries.
corresponding identities using a form of the product approach. This hybrid approach was used to take into account the relative computational complexity of the fingerprint expert, which was considerably slower than the face expert.

6.3 Milestones in Audio-Visual Person Recognition

This section provides an overview of the most important contributions in the field of audio-visual person recognition. It is assumed that the reader is familiar with the concepts presented in Section 6.2. We concentrate on the verification task while briefly touching on the identification task. Almost all of the work reviewed here used different datasets and/or different experiment setups (e.g. experts and performance measures), thus any direct comparison between the numerical results would be meaningless. Numerical figures are only shown in the first few cases to demonstrate that using fusion increases performance. Moreover, no thorough description of the various experts used is provided, as it is beyond the scope of this section.

The overview is split into two areas: non-adaptive (Section 6.3.1) and adaptive (Section 6.3.2) approaches. In non-adaptive approaches, the contribution of each expert is fixed a-priori. In adaptive approaches, the contribution of at least one expert is varied according to its reliability and discrimination ability in the presence of some environmental condition. For example, the contribution of a speech expert can be decreased when the audio SNR is lowered.

6.3.1 Non-Adaptive Approaches

Fusion of audio and visual information has been applied to automatic person recognition in pioneering papers by Chibelushi et al. [38] in 1993 and Brunelli et al. [29, 30] in 1995.

Chibelushi et al. [38] combined information from speech and still face profile images using a form of weighted summation fusion:

\[ f = w_1o_1 + w_2o_2 \]  \hspace{1cm} (6.5)

where \( o_1 \) and \( o_2 \) are the opinions from the speech and face profile experts, respectively, with corresponding weights \( w_1 \) and \( w_2 \). Each opinion reflects the likelihood that a given claimant is the true claimant. Since there are constraints on the weights (\( \sum_{i=1}^{2} w_i = 1 \) and \( \forall i : w_i \geq 0 \)), Eqn. (6.5) reduces to:

\[ f = w_1o_1 + (1 - w_1)o_2 \]  \hspace{1cm} (6.6)

The verification decision was reached via thresholding the fused opinion, \( f \). When using the speech expert alone (i.e. \( w_1 = 1 \)), an Equal Error Rate (EER) of 3.4% was achieved, while when using the face profile expert alone (i.e. \( w_1 = 0 \)), an EER of 3.0% was obtained. Using an optimal weight and threshold (in the EER sense) the EER was reduced to 1.5%.

Brunelli et al. [29] combined the opinions from a face expert (which utilised geometric features obtained from static frontal face images) and a speech expert using the weighted product approach:

\[ f = (o_1)^{w_1} \times (o_2)^{(1-w_1)} \]  \hspace{1cm} (6.7)
When the speech expert was used alone (i.e. $w_1 = 1$), an identification rate of 51% was obtained, while when the face expert was used alone (i.e. $w_1 = 0$), an identification rate of 92% was achieved. Using an optimal weight, the identification rate increased to 95%.

In [30], two speech experts (for static and delta features) and three face experts (for the eye, nose and mouth areas of the face) were used for person identification. The weighted product approach was used to fuse the opinions, with the weights found automatically through a heuristic approach. The static and dynamic feature experts obtained an identification rate of 77% and 71%, respectively. Combining the two speech experts increased the identification rate to 88%. The eye, nose and mouth experts obtained an identification rate of 80%, 77% and 83%, respectively. Combining the three facial experts increased the identification rate to 91%. When all five experts were used, the identification rate increased to 98%.

Dieckmann et al. [43] used three experts (frontal face expert, dynamic lip image expert and text-dependent speech expert). A hybrid fusion scheme involving majority voting and opinion fusion was used. Two of the experts had to agree on the decision and the combined opinion had to exceed a pre-set threshold. The hybrid fusion scheme provided better performance than using the underlying experts alone.

Kittler et al. [86] used one frontal face expert which provided one opinion for one face image. Multiple images of one person were used to generate multiple opinions, which were then fused by various means, including averaging (a special case of weighted summation fusion). It was shown that error rates were reduced by up to 40% and that performance gains tended to saturate after using five images. The results suggest that using a video sequence of the face, rather than one image, provides superior performance. In further work, Kittler et al. [87] provided theoretical foundations for common fusion approaches such as the summation and product methods. However, the authors also note that the underlying assumptions can be unrealistic. Empirical results for combining the opinions from three experts (two face experts (frontal and profile) and a text-dependent speech expert) showed that the summation approach outperformed the product approach.

Luettin [100] investigated the combination of speech and (visual) lip information using feature vector concatenation. In order to match the frame rates of both feature sets, speech information was extracted at 30 fps instead of the usual 100 fps. In text-dependent configuration, the fusion process resulted in a minor performance improvement, however, in text-independent configuration, the performance slightly decreased. This suggests that feature vector concatenation in this case is unreliable.

Jourlin et al. [81, 82] used a form of weighted summation fusion to combine the opinions of two experts: a text-dependent speech expert and a text-dependent lip expert. Using an optimal weight, fusion led to better performance than using the underlying experts alone.

Abdeljaoued [1] proposed to use a Bayesian post-classifier to reach the verification decision. Formally, the decision rule is expressed as:
chosen class = \begin{cases} 
C_1 & \text{if} \quad \prod_{i=1}^{N_E} p(o_i|\lambda_i,\text{true}) > \prod_{i=1}^{N_E} p(o_i|\lambda_i,\text{imp}) \\
C_2 & \text{otherwise} 
\end{cases} 
(6.8)

where $C_1$ and $C_2$ are true claimant and impostor classes, respectively, $N_E$ is the number of experts, while $\lambda_i,\text{true}$ and $\lambda_i,\text{imp}$ are, for the $i$-th expert, the parametric models of the distribution of opinions for true claimant and impostor claims, respectively.\footnote{In our experiments we use Gaussian Mixture Models to model the distribution of opinions. See Section 6.4.2 for more information.} Due to precision issues in a computational implementation, it is more convenient to use a summation rather than a series of multiplications. Since $\log(\cdot)$ is a monotonically increasing function, the decision rule can be modified to:

\begin{equation}
\text{chosen class} = \begin{cases} 
C_1 & \text{if} \quad \sum_{i=1}^{N_E} \log p(o_i|\lambda_i,\text{true}) > \sum_{i=1}^{N_E} \log p(o_i|\lambda_i,\text{imp}) \\
C_2 & \text{otherwise} 
\end{cases} 
(6.9)
\end{equation}

To allow adjustment of FAR and FRR, the above decision rule is in practice modified by introducing a threshold:

\begin{equation}
\text{chosen class} = \begin{cases} 
C_1 & \text{if} \quad \sum_{i=1}^{N_E} \log p(o_i|\lambda_i,\text{true}) - \sum_{i=1}^{N_E} \log p(o_i|\lambda_i,\text{imp}) > t \\
C_2 & \text{otherwise} 
\end{cases} 
(6.10)
\end{equation}

Abdeljaoued used three experts and showed that use of the above classifier (with Beta distributions) provided lower error rates than when using the experts alone.

Ben-Yacoub et al.\cite{22} investigated the use of several binary classifiers for opinion fusion using a post-classifier. The investigated classifiers were: Support Vector Machine (SVM), Bayesian classifier (using Beta distributions), Fisher’s Linear Discriminant, Decision Tree and Multi Layer Perceptron (MLP). Three experts were used: a frontal face expert and two speech based experts (text-dependent and text-independent). It was found that the SVM classifier (using a polynomial kernel) and the Bayesian classifier provided the best results.

Verlinde\cite{179} also investigated various binary classifiers for opinion fusion as well as the majority voting and the and & or fusion methods (which fall in the decision fusion category). Three experts were used: frontal face expert, face profile expert and a text-independent speech expert. In the case of decision fusion, each expert acted like a classifier and provided a hard decision rather than an opinion. The investigated classifiers were: Decision Tree, MLP, Logistic Regression (LR) based classifier, Bayesian classifier using Gaussian distributions, Fisher’s Linear Discriminant and various forms of the k-Nearest Neighbour classifier. Verlinde found that the LR based classifier (which created a linear decision surface) provided the lowest overall error rates as well as being the easiest to train.
Wark et al. [181] used the weighted summation approach to combine the opinions of a speech expert and a lip expert (both text-independent). The performance of the speech expert was deliberately decreased by adding varying amounts of white noise to speech data (where the SNR varied from 50 to 10 dB). Empirical results showed that although the performance of the system was always better than using the speech expert alone, it significantly decreased as the noise level increased. Depending on the values of the weights (which were selected a-priori), the performance in high noise levels was actually worse than using the lip expert alone (a condition referred to as catastrophic fusion [184]). The authors proposed a statistically inspired method of selecting weights a-priori (described below) which resulted in good performance in clean conditions and never fell below the performance of the lip expert in noisy conditions. However, the performance in noisy conditions was shown not to be optimal. Moreover, the performance (for each noise level) was found using only 30 true claimant tests and 210 impostor tests.

The weight for the speech expert was found as follows:

\[
    w_1 = \frac{\zeta_2}{\zeta_1 + \zeta_2}
\]

where

\[
    \zeta_i = \sqrt{\frac{\sigma_{i,true}^2}{N_{true}} + \frac{\sigma_{i,imp}^2}{N_{imp}}}
\]

where, for the i-th expert, \( \zeta_i \) is the standard error [32] of the difference between sample means \( \mu_{i,true} \) and \( \mu_{i,imp} \) of opinions for true and impostor claims, respectively, \( \sigma_{i,true}^2 \) and \( \sigma_{i,imp}^2 \) are the corresponding variances, while \( N_{true} \) and \( N_{imp} \) is the number of opinions for true and impostor claims, respectively. Wark et al. referred to \( \zeta_i \) as an a-priori confidence. Since there are constraints on the weights (\( \sum_{i=1}^{2} w_i = 1 \) and \( \forall i : w_i \geq 0 \)), the weight for the lip expert is \( 1 - w_1 \).

Wark et al. assumed that the standard error gives relative indication of the discrimination ability of an expert. The less variation there is in the opinions for known true and impostor claims, the lower the standard error. Hence a low standard error indicates better performance.

Multi-Stream Hidden Markov Models (MS-HMMs) (a form of midst-mapping fusion) were evaluated for the task of text-dependent audio-visual person identification in [183]. The audio stream was comprised of a sequence of vectors containing Mel Frequency Cepstral Coefficients (MFCCs) [145] and their deltas [165] (see Chapter 3), while the video stream was comprised of a sequence of feature vectors describing lip contours. Due to the nature of the MS-HMM implementation the frame rate of the video features had to match the frame rate of the audio features (accomplished by up-sampling). Experiments on a small audio-visual dataset showed that for high SNRs the performance was comparable to that of an audio-only HMM system (which outperformed the video-only HMM system), while at low SNRs the multi-stream system obtained considerably better performance than the audio-only system and exceeded the performance of the video-only system.

Bengio [19] addressed several limitations of previous MS-HMM systems, allowing the two streams to be temporarily desynchronised (since related events in the streams may start and/or
end at different points, e.g. lip movement can start before speech is heard) and have different frame rates (thus up-sampling is no longer required). Experiments on a small audio-visual dataset (using two feature streams similar to the audio and video streams described for [183], above) showed that while at a relatively high SNR the performance was worse than a text-independent audio-only system, the performance was better at lower SNRs. Moreover, the proposed system had higher performance (and was more robust) than a text-dependent HMM system based on feature vector concatenation.

6.3.2 Adaptive Approaches

Wark et al. [182] extended the work presented in [181] (see above) by proposing a heuristic method to adjust the weights. Empirical results showed that although the performance significantly decreased as the noise level increased, it was always better than using the speech expert alone. However, in high noise levels, equal weights (non-adaptive) were shown to provide better performance. A major disadvantage of the method is that the calculation of the weights involved finding the opinion of the speech expert for all possible claims (i.e. for all persons enrolled in the system), thus limiting the approach to systems with a small number of clients due to practical considerations (i.e. time taken to verify a claim). Moreover, similar experimental limitations were present as described for [181] (above).

In further work [184], Wark proposed another heuristic technique of weight adjustment (described below). In a text-dependent configuration, the system provided performance which was always better than using the lip expert alone. However, in a text-independent configuration, the performance in low SNR conditions was worse than using the lip expert alone.

The weight for the speech expert was found as follows:

$$ w_1 = \frac{\zeta_2}{\zeta_1 + \zeta_2} \frac{\kappa_1}{\kappa_1 + \kappa_2} $$

(6.13)

where $\frac{\zeta_2}{\zeta_1 + \zeta_2}$ was found using Eqn. (6.12) during training and

$$ \kappa_i = \frac{M(o_i)_{i,\text{true}} - M(o_i)_{i,\text{imp}}}{\mu_i,\text{true}} $$

(6.14)

was found during testing. Wark referred to $\kappa_i$ as the posterior confidence. For the i-th expert, $M(o_i)_{i,\text{true}} = \frac{(o_i - \mu_i,\text{true})^2}{\sigma_i,\text{true}^2}$ is the one dimensional squared Mahalanobis distance [46] between opinion $o_i$ and the model of opinions for true claims. Here, $\mu_i,\text{true}$ and $\sigma_i,\text{true}^2$ are the mean and variance of opinions for true claims, respectively; they are found during training. Similarly, $M(o_i)_{i,\text{imp}} = \frac{(o_i - \mu_i,\text{imp})^2}{\sigma_i,\text{imp}^2}$ is the distance between opinion $o_i$ and the model of opinions for impostor claims. Here, $\mu_i,\text{imp}$ and $\sigma_i,\text{imp}^2$ are the mean and variance of opinions for impostor claims, respectively.

Under clean conditions, the distance between a given opinion for a true claim and the model of opinions for true claims should be small. Similarly, the distance between a given opinion for a
true claim and the model of opinions for impostor claims should be large. Vice versa applies for a
given opinion for an impostor claim. Hence under clean conditions, $\kappa_i$ should be large. Wark used
empirical evidence to argue that under noisy conditions, the distances should decrease, hence $\kappa_i$
should decrease.

In [160] a weight adjustment method was proposed that can be summarised as follows. Every
time a speech utterance is recorded, it is usually preceded by a short segment which contains only
ambient noise. From each training utterance, Mel Frequency Cepstral Coefficients (MFCCs) [135,
145] from the noise segment are used to construct a global noise Gaussian Mixture Model (GMM),
$\lambda_{\text{noise}}$. Given a test speech utterance, $N_{\text{noise}}$ MFCC feature vectors, $\{x_i\}^{N_{\text{noise}}}_{i=1}$, representing
the noise segment, are used to estimate the utterance’s quality by measuring the mismatch from $\lambda_{\text{noise}}$
as follows:

$$q = \frac{1}{N_{\text{noise}}} \sum_{i=1}^{N_{\text{noise}}} \log p(x_i|\lambda_{\text{noise}})$$ (6.15)

The larger the difference between the training and testing conditions, the lower $q$ is going to be.
The value of $q$ is then mapped to the $[0, 1]$ interval using a sigmoid:

$$q_{\text{map}} = \frac{1}{1 + \exp[-a(q - b)]}$$ (6.16)

where $a$ and $b$ describe the shape of the sigmoid. The values of $a$ and $b$ are manually selected
so that $q_{\text{map}}$ is close to one for clean training utterances and close to zero for training utterances
artificially corrupted with noise. As such, this adaptation method is dependent on the noise type
that caused the mismatch.

Let us assume that the face expert is the first expert and that the speech expert is the second
expert. Given an a-priori weight $w_{2,\text{prior}}$ for the speech expert (which is found on clean data [to
achieve, for example, EER performance]), the adapted weight for the speech expert is found using:

$$w_2 = q_{\text{map}}w_{2,\text{prior}}$$ (6.17)

For a two modal system the corresponding weight for the face expert is found using $w_1 = 1 - w_2$.
We shall refer to this weight adjustment method as the mismatch detection method.

6.4 Performance of Non-Adaptive Approaches in Noisy Conditions

In this section we evaluate the performance of feature vector concatenation fusion and
several non-adaptive opinion fusion methods (weighted summation fusion, Bayesian and SVM
post-classifiers), for combining face and speech information under the presence of audio noise.

6.4.1 VidTIMIT Audio-Visual Dataset

The VidTIMIT dataset [160] is comprised of video and corresponding audio recordings of 43 people
(19 female and 24 male), reciting short sentences selected from the NTIMIT corpus [80]. It was
recorded in 3 sessions, with a mean delay of 7 days between Session 1 and 2, and 6 days between Session 2 and 3.

There are 10 sentences per person. The first six sentences are assigned to Session 1. The next two sentences are assigned to Session 2 with the remaining two to Session 3. The first two sentences for all persons are the same, with the remaining eight generally different for each person. The mean duration of each sentence is 4.25 seconds, or approximately 106 video frames. The recording was done in a noisy office environment using a broadcast quality digital video camera. Appendix A contains more detailed description of the dataset.

### 6.4.2 Speech Expert

The speech expert is comprised of two main components: speech feature extraction and a Gaussian Mixture Model (GMM) opinion generator. The latter is described in detail in Chapter 2, while the former in Chapter 3. For convenience we summarise the speech expert as follows.

The speech signal is analysed on a frame by frame basis, with a typical frame length of 20 ms and a frame advance of 10 ms. For each frame, a 37-dimensional feature vector is extracted, comprised of Mel Frequency Cepstral Coefficients (MFCC), which reflect the instantaneous Fourier spectrum \[135, 145\], their corresponding deltas (which represent transitional spectral information) \[165\] and Maximum Auto-Correlation Values (which represent pitch and voicing information) \[189\]. Cepstral mean subtraction was applied to MFCCs \[50, 145\]. The sequence of feature vectors is then processed by a parametric Voice Activity Detector (VAD) \[64, 65\], which removes feature vectors that are considered to represent silence or background noise.

The distribution of feature vectors for each person is modelled by a GMM. Given a claim for person \(C\)’s identity and a set of feature vectors \(X = \{x_i\}_{i=1}^N\) supporting the claim, the average log-likelihood of the claimant being the true claimant is found with:

\[
\mathcal{L}(X|\lambda_C) = \frac{1}{N} \sum_{i=1}^{N} \log p(x_i|\lambda_C) \tag{6.18}
\]

where

\[
p(x|\lambda) = \sum_{j=1}^{N_G} m_j \mathcal{N}(x|\mu_j, \Sigma_j) \tag{6.19}
\]

\[
\lambda = \{m_j, \mu_j, \Sigma_j\}_{j=1}^{N_G} \tag{6.20}
\]

Here \(\lambda_C\) is the parameter set\(^6\) for client \(C\), \(N_G\) is the number of Gaussians, \(m_j\) is the weight for Gaussian \(j\) (with constraints \(\sum_{j=1}^{N_G} m_j = 1\) and \(\forall j : m_j \geq 0\)). \(\mathcal{N}(\mu, \Sigma)\) is a multi-variate Gaussian function with mean \(\mu\) and diagonal covariance matrix \(\Sigma\):

\[
\mathcal{N}(x|\mu, \Sigma) = \frac{1}{(2\pi)^{D/2} |\Sigma|^{1/2}} \exp \left[-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right] \tag{6.21}
\]

\(^6\)For convenience, we use the terms parameter set and model interchangeably.
where $D$ is the dimensionality of $x$. Given the average log-likelihood of the claimant being an impostor, $\mathcal{L}(X|\lambda_{C})$, an opinion on the claim is found using:

$$
O(X|\lambda_{C}, \lambda_{T}) = \mathcal{L}(X|\lambda_{C}) - \mathcal{L}(X|\lambda_{T})
$$

The verification decision is reached as follows: given a threshold $t$, the claim is accepted when $O(X|\lambda_{C}, \lambda_{T}) \geq t$ and rejected when $O(X|\lambda_{C}, \lambda_{T}) < t$. The opinion reflects the likelihood that a given claimant is the true claimant (i.e. a low opinion suggests that the claimant is an impostor, while a high opinion suggests that the claimant is the true claimant). In mono-modal systems, the opinion can be thresholded to achieve the final verification decision.

Estimation of Model Parameters (Training)

First, a Universal Background Model (UBM) is trained using the Expectation Maximisation (EM) algorithm [42, 46]. As it is a good representation of the general population [149], it is also used to find the average log-likelihood of the claimant being an impostor, i.e.:

$$
\mathcal{L}(X|\lambda_{T}) = \mathcal{L}(X|\lambda_{ubm})
$$

The parameters ($\lambda$) for each client model are then found by using the client’s training data and adapting the UBM using a form of maximum a-posteriori (MAP) adaptation (see Section 2.4.2).

6.4.3 Face Expert

The face expert is similar to the speech expert, with the feature extraction method being the main difference. Here we use the common Principal Component Analysis (PCA) technique [174] (also known as eigenfaces), which is described in detail in Chapter 4. For convenience, we recap PCA based feature extraction as follows.

After the face is located, a geometrical normalisation is applied to account for varying distances to the camera. To find the face, we use template matching with several prototype faces of varying dimensions\(^7\). Using the distance between the eyes as a size measure, an affine transformation is used [59] to adjust the size of the image, resulting in the distance between the eyes to be the same for each person. Finally a $64 \times 56$ pixel (columns $\times$ rows) face window, containing the eyes and the nose (the most invariant face area to changes in the expression and hair style) is extracted from the image. The size normalised face image is represented by a matrix containing grey level pixel values. The matrix is then converted to a face vector, $v$, by concatenating all the columns. A $D$-dimensional feature vector, $x$, is then obtained by:

$$
x = U^T(v - v_\mu)
$$

\(^7\)A “mother” prototype face was constructed by averaging manually extracted and size normalised faces from clients (non-impostors) in the VidTIMIT dataset. Prototype faces of various sizes were constructed by applying an affine transform to the “mother” prototype face.
where $U$ contains $D$ eigenvectors (corresponding to the $D$ largest eigenvalues) of the training data covariance matrix, and $v_\mu$ is the mean of training face vectors. In our experiments we use training images from all clients (i.e. excluding impostors) find $U$ and $v_\mu$; moreover, $D = 20$. Preliminary experiments showed that while $D = 30$ obtained optimal face verification, the performance was not improved further with the use of fusion. Since we wish to evaluate how noisy audio conditions degrade fusion performance, we deliberately detuned the face expert so that fusion had a positive effect on performance in clean conditions.

We note that PCA is holistic in nature (that is, one face image yields one feature vector). However, a local feature based system (such as the DCT-based approach described in Chapter 4) can also be effectively used with the GMM opinion generator.

6.4.4 Mapping Opinions to the $[0,1]$ Interval

The experiments reported throughout this chapter use the following method (inspired by [81]) of mapping the output of each expert to the $[0,1]$ interval.

The original opinion of expert $i$, $o_{i,\text{orig}}$, is mapped to the $[0,1]$ interval using a sigmoid:

$$o_i = \frac{1}{1 + \exp[-\tau_i(o_{i,\text{orig}})]}$$  \hspace{1cm} (6.25)

where

$$\tau_i(o_{i,\text{orig}}) = \frac{o_{i,\text{orig}} - (\mu_i - 2\sigma_i)}{2\sigma_i}$$  \hspace{1cm} (6.26)

where, for expert $i$, $\mu_i$ and $\sigma_i$ are the mean and the standard deviation of original opinions for true claims, respectively. Assuming that the original opinions for true and impostor claims follow Gaussian distributions $\mathcal{N}(o_{i,\text{orig}}|\mu_i, \sigma_i^2)$ and $\mathcal{N}(o_{i,\text{orig}}|\mu_i - 4\sigma_i, \sigma_i^2)$ respectively, approximately 95% of the values lie in the $[\mu_i - 2\sigma_i, \mu_i + 2\sigma_i]$ and $[\mu_i - 6\sigma_i, \mu_i - 2\sigma_i]$ intervals, respectively [46] (see also Figure 6.2). Eqn. (6.26) maps the opinions to the $[-2,2]$ interval, which corresponds to the approximately linear portion of the sigmoid in Eqn. (6.25). The sigmoid is necessary to take care of situations where the assumptions do not hold entirely.
6.4.5 Support Vector Machine Post-Classifier

The Support Vector Machine (SVM) [176] has been previously used by Ben-Yacoub et al. [22] as a post-classifier. While an in-depth description of SVM is beyond the scope of this section, important points are summarised. For more detail, the reader is referred to [31, 163].

The SVM is based on the principle of Structural Risk Minimisation (SRM) as opposed to Empirical Risk Minimisation (ERM) used in classical learning approaches. Under ERM, without testing on a separate data set, it is unknown which decision surface would have a good generalisation capability. For the case of the SVM, the decision surface has to satisfy a requirement which is thought to obtain the best generalisation capability. For example, let us assume we have a set of training vectors belonging to two completely separable classes and we seek a linear decision surface that separates the classes. Let us define the term margin as the sum of distances from the decision surface (in the space implied by the employed kernel, see below) to the two closest points from the two classes (one point from each class). We interpret the meaning of the margin as a measure of generalisation capability. Thus using the SRM principle, the optimal decision surface has the maximum margin.

The SVM (in its original form) is a binary classifier. Let us define a set $S$ containing $N_V$ opinion vectors ($N_E$-dimensional) belonging to two classes labelled as $-1$ and $+1$, indicating impostor and true claimant classes respectively:

$$S = \{ (o_i, y_i) \mid o_i \in \mathbb{R}^{N_E}, y_i \in \{-1, +1\} \}^{N_V}_{i=1} \quad (6.27)$$

The SVM uses the following function to map a given vector to its label space (i.e. $-1$ or $+1$):

$$f(o) = \text{sign} \left( \sum_{i=1}^{N_V} \alpha_i y_i K(o_i, o) + b \right) \quad (6.28)$$

where vectors $o_i$ with corresponding $\alpha_i > 0$ are known as support vectors (hence the name of the classifier). $K(d, e)$ is a symmetric kernel function, subject to Mercer’s condition [31, 176]. $\alpha^T = [\alpha_i]_{i=1}^{N_V}$ is found by minimising (via quadratic programming):

$$- \sum_{i=1}^{N_V} \alpha_i + \frac{1}{2} \sum_{i=1}^{N_V} \sum_{j=1}^{N_V} \alpha_i \alpha_j y_i y_j K(o_i, o_j) \quad (6.29)$$

subject to constraints:

$$\alpha^T y = 0 \quad (6.30)$$

$$\alpha_i \in [0, C] \ \forall \ i \quad (6.31)$$

where, $y^T = [ y_i ]_{i=1}^{N_V}$ and $C$ is a large positive value (e.g. 1000). $C$ is used to allow training with non-separable data. The parameter $b$ is found after $\alpha$ has been found [31]. The kernel function $K(d, e)$ can implement a dot product in a high (or possibly infinite) dimensional space, $\mathbb{R}^h$ (where $h \geq N_E$), which can improve separability of the data [157]. Note that the data is not explicitly
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Projected into the high dimensional space. Popular kernels used for pattern recognition problems are [31, 163]:

\[ K(d, e) = d^T e \] (6.32)
\[ K(d, e) = (d^T e + 1)^p \] (6.33)
\[ K(d, e) = \exp\left(-\frac{1}{\sigma^2}||d - e||^2\right) \] (6.34)

Eqn. (6.32) is a dot product, which is referred to as the linear kernel, Eqn. (6.33) is a \( p \)-th degree polynomial, while Eqn. (6.34) is a Gaussian kernel (where \( \sigma \) represents the standard deviation of the kernel).

The experiments reported here use the SVM engine developed by Joachims [78]. In a verification system there is generally more training data for the impostor class than the true claimant class. Thus a mis-classification on the impostor class (i.e. a FA error) has less contribution toward the EER than a misclassification on the true claimant class (i.e. a FR error). Hence standard SVM training, which in the non-separable case minimises the total misclassification rate, is not compatible with the EER criterion. Fortunately, Joachims’ SVM engine allows setting of an appropriate cost of making an error on either class. While this does not explicitly guarantee training for EER, the cost can be tuned manually until performance close to EER is obtained.

6.4.6 Experiments

The experiments were done on the VidTIMIT dataset (see Section 6.4.1). The speech and frontal face experts are described in Sections 6.4.2 and 6.4.3, respectively. For the speech expert, best results on clean test data\(^8\) were obtained with 32-Gaussian client models. For the face expert, best results were obtained with one-Gaussian client models.

Session 1 was used as the training data. To find the performance, Sessions 2 and 3 were used for obtaining expert opinions of known impostor and true claims. Four utterances, each from eight fixed persons (four male and four female), were used for simulating impostor accesses against the remaining 35 persons. For each of the remaining 35 persons, their four utterances were used separately as true claims. In total, there were 1120 impostor and 140 true claims.

In the first set of experiments, speech signals were corrupted by additive white Gaussian noise, with the resulting SNR varying from 12 to \(-8\) dB. SNR of \(-8\) dB was chosen as the end point as preliminary experiments showed that at this SNR the EER of the speech expert was close to chance level. In the second set of experiments, speech signals were corrupted speech signals were corrupted by adding “operations-room” noise from the NOISEX-92 corpus [177]. The “operations-room” noise contains background speech as well as machinery sounds. Again, the resulting SNR varied from 12 to \(-8\) dB.

Performance of the following configurations was found: speech expert alone, face expert alone, feature vector concatenation, weighted summation fusion (equivalent to a post-classifier with a

---

\(^8\)By clean data we mean original data which has not been artificially corrupted with noise.
linear decision boundary), the Bayesian post-classifier and the SVM post-classifier. For the latter three approaches, the face expert provided the first opinion \(o_1\) while the speech expert provided the second opinion \(o_2\) when forming the opinion vector \(o = [o_1, o_2]^T\).

The parameters for weighted summation fusion were found via an exhaustive search procedure. For the Bayesian post-classifier, two Gaussians were used to model the distribution of opinion vectors (one Gaussian each for true claimant and impostor distributions). Multiple Gaussians for each distribution, i.e. GMMs, were also evaluated but did not provide performance advantages. For the SVM post-classifier, the linear kernel [see Eqn. (6.32)] was used. Other kernels were also evaluated but did not provide performance advantages.

As described in Section 6.2.2, the basic idea of the feature vector concatenation is to concatenate the speech and face feature vectors to form a new feature vector. However, before concatenation can be done, the frame rates from the speech and face feature extractors must match. Recall that the frame rate for speech features is 100 fps while the standard frame rate for video is 25 fps (using off the shelf commercial PAL video cameras). A straightforward approach to match the frame rates is to artificially increase the video frame rate and generate the missing frames by copying original frames. It is also possible to decrease the frame rate of the speech features, but this would result in less speech information being available, decreasing performance [100]. Thus in the experiments reported in this section, the information loss is avoided by utilising the former approach of artificially increasing the video frame rate. As done by the speech expert, the feature vectors resulting from feature vector concatenation were processed by the VAD (Section 6.4.2). Best results on clean data were obtained with one-Gaussian client models.

The equivalency described in Section 6.2.5 has several implications on the measurement of performance of multi-expert systems. In speech based verification systems, the Equal Error Rate (EER) is often used as a measure of expected performance [44, 51]. In a single expert configuration this amounts to selecting the appropriate posterior threshold so that the False Acceptance Rate (FAR) is equal to the False Rejection Rate (FRR). In a multi-expert scenario this translates to selecting appropriate posterior parameters for opinion mapping (Section 6.4.4) and for the post-classifier (in the weighted summation case the parameters are \(w\) and \(t\)). In a multi-expert adaptive system, the weights are automatically tuned in an attempt to account the current reliability of one or more experts (as in the system proposed by Wark [184]). Tuning the threshold to obtain EER performance is equivalent to modifying one of the parameters of the post-classifier, which is in effect further adaptation of the post-classifier after observing the effect that the weights have on the distribution of \(f\) [Eqn. (6.1)] for true and impostor claims. Since this cannot be accomplished in real life, it is a fallacy to report the performance in noisy conditions in terms of EER for an adaptive multi-expert system.

Taking into account the above argumentation and to keep the presentation of results consistent between non-adaptive and adaptive systems, the results in this chapter are reported in the following manner. The post-classifier is tuned for EER performance on clean test data (analogous to the popular practice of using the posterior threshold in single-expert systems [44, 51]). Performance in
clean and noisy conditions is then reported in terms of Total Error (TE), defined as:

\[
TE = \text{FAR} + \text{FRR}
\]

(6.35)

where the post-classifier parameters are fixed (in non-adaptive systems), or automatically varied (in adaptive systems). We note that posterior selection of parameters (for clean data) puts an optimistic bias on the results. However, since we wish to evaluate how noisy audio conditions degrade fusion performance, we would like to have an optimal starting point.

Performance of the face and speech experts is shown in Figure 6.3. Performance of the four multi-modal systems is shown in Figure 6.4 for white noise, and in Figure 6.5 for “operations-room” noise. Figures 6.6 and 6.7 show the distribution of opinion vectors in clean and noisy (SNR = −8 dB) conditions (white noise), respectively, with the decision boundaries used by the three post-classifier approaches.

Figure 6.3: Performance of the speech and face experts.

Figure 6.4: Performance of non-adaptive fusion techniques in the presence of white noise.

Figure 6.5: Performance of non-adaptive fusion techniques in the presence of operations-room noise.
6.4.7 Discussion

Effect of Noisy Conditions on the Distribution of Opinion Vectors

For convenience, let us refer to the distribution of opinion vectors for true claims and impostor claims as the true claimant and impostor opinion distributions, respectively.

As can be observed in Figures 6.6 and 6.7, the main effect of noisy conditions is the movement of the mean of the true claim opinion distribution towards the $o_1$ axis. This movement can be partly explained by analysing Eqn. (6.22). Let us suppose a true claim has been made. In clean conditions $\mathcal{L}(X|\lambda_C)$ will be high while $\mathcal{L}(X|\lambda_T)$ will be low, causing $o_2$ (the opinion of the speech expert) to be high. When the speech expert is processing noisy speech signals, there is a mismatch between training and testing conditions, causing the feature vectors to drift away from the feature space described by the true claimant model ($\lambda_C$). This in turn causes $\mathcal{L}(X|\lambda_C)$ to decrease. If $\mathcal{L}(X|\lambda_T)$ decreases by the same amount as $\mathcal{L}(X|\lambda_C)$, then $o_2$ is relatively unchanged. However, as $\lambda_C$ is a good representation of the general population, it usually covers a wide area of the feature space (see Section 6.4.2). Thus while the feature vectors may have drifted away from the space described by the true claimant model, they may still be inside the space described by the anti-client model, causing $\mathcal{L}(X|\lambda_T)$ to decrease by a smaller amount, which in turn causes $o_2$ to decrease.

Let us now suppose that several impostor claims have been made. In clean conditions $\mathcal{L}(X|\lambda_C)$ will be low while $\mathcal{L}(X|\lambda_T)$ will be high, causing $o_2$ to be low. The true claimant model does not represent the impostor feature space, indicating that $\mathcal{L}(X|\lambda_C)$ should be consistently low for impostor claims in noisy conditions. As mentioned above, $\lambda_T$ usually covers a wide area of the feature space, thus even though the features have drifted due to mismatched conditions, the may still
be inside the space described by the anti-client model. This indicates that $L(X|\lambda_{\text{N}})$ should remain relatively high in noisy conditions, which in turn indicates that the impostor opinion distribution should change relatively little due to noisy conditions.

While Figures 6.6 and 6.7 show the effects of corrupting speech signals with additive white Gaussian noise, we have observed similar effects with the “operations-room” noise.

Effect of Noisy Conditions on Performance

In clean conditions, the weighted summation approach, SVM and Bayesian post-classifiers obtain performance better than either the face or speech expert. However, in high noise levels (SNR = $-8$ dB), all have performance worse than the face expert. This is expected since in all cases the decision mechanism uses fixed parameters.

All three approaches exhibit similar performance up to a SNR of 8 dB. As the SNR decreases further, the weighted summation approach is significantly more affected than the SVM and Bayesian post-classifiers. The differences in performance in noisy conditions can be attributed to the decision boundaries used by each approach, shown in Figures 6.6 and 6.7. It can be seen that the weighted summation approach has a decision boundary which results in the most mis-classifications of true claimant opinion vectors in noisy conditions.

The performance of the feature concatenation fusion approach is relatively more robust than the three post-classifier approaches. However, for most SNRs the performance is worse than the face expert, suggesting that while in this case feature concatenation fusion is relatively robust to the effects of noise, it is not optimal. The relatively poor performance in clean conditions can be attributed to the VAD. The entire speech signal was classified as containing speech instead of only the speech segments, thus providing a significant amount of irrelevant (non-discriminatory) information when modelling and calculating opinions.

Unlike the feature vectors obtained from the speech signal (which could contain either background noise or speech) each facial feature vector contained valid face information. Since the speech and facial vectors were concatenated to form one feature vector, the VAD could not distinguish between feature vectors containing background noise and speech. As stated previously, best results were obtained with one-Gaussian client models (compared to 32-Gaussian client models for the speech-only expert), suggesting that when more Gaussians were used, they were used for modelling the non-discriminatory information. Moreover, since one-Gaussian models are inherently less precise than 32-Gaussian models, we would expect them to be more robust to changes in distribution of feature vectors. Indeed the results suggest that this is occurring.

To address the relatively poor performance of the feature vector concatenation approach in clean conditions, it would hence be useful to explore the idea of concatenating only the audio vectors classified as speech (by the VAD) with the corresponding face vectors. This should aid in significantly reducing the amount of irrelevant (non-discriminatory) information that is currently being used.
6.5 Performance of Adaptive Approaches in Noisy Audio Conditions

In this section we evaluate the performance of several adaptive opinion fusion methods described in Section 6.3.2, namely weighted summation fusion with Wark’s weight selection and the mismatch detection weight adjustment method.

The experiment setup is similar to the one described in Section 6.4.6. Based on manual observation of plots of speech signals from the VidTIMIT dataset, $N_{\text{noise}}$ was set to 30 for the mismatch detection method [see Eqn. (6.15)]. One Gaussian for $\lambda_{\text{noise}}$ was sufficient in preliminary experiments. The sigmoid parameters $a$ and $b$ [in Eqn. (6.16)] were obtained by observing how $q$ in Eqn. (6.15) decreased as the SNR was lowered (using white Gaussian noise) on utterances in Session 1 (i.e. training utterances). The resulting value of $q_{\text{map}}$ in Eqn. (6.16) was close to one for clean utterances and close to zero for utterances with an SNR of $-8$ dB.

Performance of the adaptive systems is shown in Figure 6.8 for white noise, and in Figure 6.9 for “operations-room” noise.

6.5.1 Discussion

Wark’s weight selection approach assumes that under noisy conditions, the distance between a given opinion for an impostor claim and the corresponding model of opinions for impostor claims will decrease [see Eqn. (6.14)]. However, in experiments on the VidTIMIT dataset, the impostor distribution changed relatively little due to noisy conditions (as discussed in Section 6.4.7), thus Wark’s posterior confidences ($\kappa$) for impostor claims changed relatively little as the SNR was lowered. However, Wark’s approach appears to be more robust than the fixed weighted summation
approach. This is not due to the posterior confidences ($\kappa$), but due to the decision boundary being steeper from the start (thus being able to partially take into account the movement of opinion vectors due to noisy conditions). The nature of decision boundary was largely determined by the prior confidences ($\zeta$) found with Eqn. (6.12).

For the case of white noise, when the mismatch detection weight adjustment method is used in the weighted summation approach, the performance gently deteriorates as the SNR is lowered, becoming slightly worse than the performance of the face expert at an SNR of $-4$ dB. For the case of “operations-room” noise, the mismatch detection method shows its limitation of being dependent on the noise type. The algorithm was configured to operate with white noise and was unable to handle the “operations-room” noise, resulting in performance very similar to the fixed (non-adaptive) approach.

6.6 Structurally Noise Resistant Post-Classifiers

Partly inspired by the SVM implementation of the SRM principle (see Section 6.4.5) and by the movement of opinion vectors due to presence of noise (see Section 6.4.7) a structurally noise resistant piece-wise linear (PL) post-classifier is developed (Section 6.6.1). As the name suggests, the decision boundary used by the post-classifier is designed so that the contribution of errors from the movement of opinion vectors is minimised. This is in comparison to standard post-classifier approaches, where the decision boundary is selected to optimise performance on clean data, with little or no regard to how the distributions of opinions may change due to noisy conditions. The Bayesian classifier presented in Section 6.3.1 is modified to introduce a similar structural constraint (Section 6.6.2). The performance of the two proposed post-classifiers is evaluated in Section 6.6.3.

6.6.1 Piece-Wise Linear Post-Classifier Definition

Let us describe the PL post-classifier as a discriminant function composed of two linear discriminant functions:

$$ g(o) = \begin{cases} a(o) & \text{if } o_2 \geq o_{2,int} \\ b(o) & \text{otherwise} \end{cases} $$  \hspace{1cm} (6.36)

where $o = [o_1 \ o_2]^T$ is a two-dimensional opinion vector,

$$ a(o) = m_1 o_1 - o_2 + c_1 $$  \hspace{1cm} (6.37)

$$ b(o) = m_2 o_1 - o_2 + c_2 $$  \hspace{1cm} (6.38)

and $o_{2,int}$ is the threshold for selecting whether to use $a(o)$ or $b(o)$. Figure 6.10 shows an example of the decision boundary. The verification decision is reached as follows: the claim is accepted when $g(o) \leq 0$ (i.e. true claimant) and rejected when $g(o) > 0$ (i.e. impostor).
The first segment of the decision boundary can be described by \( a(o) = 0 \), which reduces Eqn. (6.37) to:

\[
o_2 = m_1 o_1 + c_1 \tag{6.39}\]

If we assume \( o_2 \) is a function of \( o_1 \), Eqn. (6.39) is simply the description of a line [168], where \( m_1 \) is the gradient and \( c_1 \) is the value at which the line intercepts the \( o_2 \) axis. Similar argument can be applied to the description of the second segment of the decision boundary. Given \( m_1, c_1, m_2 \) and \( c_2 \), we can find \( o_{2,int} \) as follows. The two lines intersect at a single point \( o_{int} = [ o_{1,int} \  o_{2,int} ]^T \). Moreover, when the two lines intersect, \( a(o_{int}) = b(o_{int}) = 0 \). Hence

\[
o_{2,int} = m_1 o_{1,int} + c_1 = m_2 o_{1,int} + c_2 \tag{6.40}\]

which leads to:

\[
o_{1,int} = \frac{c_1 - c_2}{m_2 - m_1} \tag{6.41}\]

\[
o_{2,int} = m_2 \left( \frac{c_1 - c_2}{m_2 - m_1} \right) + c_2 \tag{6.42}\]

Structural Constraints and Training

As described in Section 6.4.7, the main effect of noisy conditions is the movement of opinion vectors for true claims toward the \( o_1 \) axis. We would like to obtain a decision boundary which minimises the increase of errors due to this movement. Structurally, this requirement translates to a decision boundary that is as steep as possible. Furthermore, to keep consistency with the experiments done in Sections 6.4 and 6.5, the classifier should be trained for EER performance. This in turn translates to the following constraints on the parameters of the PL classifier:

1. Both lines must exist in valid 2D opinion space (where the opinion from each expert is in the [0,1] interval) indicating that their intersect is constrained to exist in valid 2D opinion space.
2. Gradients for both lines need to be as large as possible (so the decision boundary that is as steep as possible).

3. The EER criterion must be satisfied.

Let $\lambda_{PL} = \{m_1, c_1, m_2, c_2\}$ be the set of PL classifier parameters. Given an initial solution, described in Section 6.6.1, the downhill simplex optimisation method [124, 139] can be used to find the final parameters. The following function is minimised:

$$\varepsilon(\lambda_{PL}) = \varepsilon_1(\lambda_{PL}) + \varepsilon_2(\lambda_{PL}) + \varepsilon_3(\lambda_{PL})$$

(6.43)

where $\varepsilon_1(\lambda_{PL})$ through $\varepsilon_3(\lambda_{PL})$ (defined below) represent constraints 1-3 described above, respectively.

$$\varepsilon_1(\lambda_{PL}) = \gamma_1 + \gamma_2$$

(6.44)

where $\gamma_j = \begin{cases} |o_{j,\text{int}}| & \text{if } o_{j,\text{int}} < 0 \text{ or } o_{j,\text{int}} > 1 \\ 0 & \text{otherwise} \end{cases}$

(6.45)

where $o_{1,\text{int}}$ and $o_{2,\text{int}}$ are found using Eqns. (6.41) and (6.42), respectively,

$$\varepsilon_2(\lambda_{PL}) = \frac{1}{m_1} + \frac{1}{m_2}$$

(6.46)

and finally

$$\varepsilon_3(\lambda_{PL}) = \left| \frac{\text{FAR}}{100\%} - \frac{\text{FRR}}{100\%} \right|$$

(6.47)

Initial Solution of PL Parameters

The initial solution for $\lambda_{PL}$ (required by the downhill simplex optimisation) is based on the impostor opinion distribution. Let us assume that the distribution can be described by a 2D Gaussian function with a diagonal covariance matrix [see Eqn.(6.21)], indicating that it can be characterised by $\{\mu_1, \mu_2, \sigma_1, \sigma_2\}$ where $\mu_j$ and $\sigma_j$ is the mean and standard deviation in the j-th dimension, respectively. Under the Gaussian assumption, 95% of the values for the j-th dimension lie in the $[\mu_j - 2\sigma_j, \mu_j + 2\sigma_j]$ interval. Let us use this property to define three points in 2D opinion space (shown graphically in Figure 6.11):

$$P_1 = (x_1, y_1) = (\mu_1, \mu_2 + 2\sigma_2)$$

(6.48)

$$P_2 = (x_2, y_2) = \left( \mu_1 + 2\sigma_1 \cos \left( \frac{\pi}{4} \right), \mu_2 + 2\sigma_2 \sin \left( \frac{\pi}{4} \right) \right)$$

(6.49)

$$P_3 = (x_3, y_3) = (\mu_1 + 2\sigma_1, \mu_2)$$

(6.50)

Thus the gradient ($m_1$) and the intercept ($c_1$) for the first line can be found using:

$$m_1 = \frac{y_2 - y_1}{x_2 - x_1}$$

(6.51)

$$c_1 = y_1 - m_1 x_1$$

(6.52)
Similarly, the gradient \( m_2 \) and the intercept \( c_2 \) for the second line can be found using:

\[
m_2 = \frac{y_3 - y_2}{x_3 - x_2} \tag{6.53}
\]
\[
c_2 = y_2 - m_2 x_2 \tag{6.54}
\]

The initial solution for real data is shown in Figure 6.14.

6.6.2 Modified Bayesian Post-Classifier

In Figure 6.6 it can be seen that the decision boundary made by the Bayesian post-classifier (described in Section 6.3.1) envelops the true claimant opinion distribution. The downward movement of the vectors due to noisy conditions (discussed in Section 6.4.7) crosses the boundary and is the main cause of the error increases. If the decision boundary was forced to envelop the distribution of opinion vectors for impostor claims, the error increase would be reduced. This can be accomplished by modifying the decision rule described in (6.10) to use only the impostor likelihood \( \log p(o_i|\lambda_i,\text{imp}) = 0 \ \forall \ i \):

\[
\text{chosen class} = \begin{cases} 
C_1 & \text{if } -\sum_{i=1}^{N_E} p(o_i|\lambda_i,\text{imp}) > t \\
C_2 & \text{otherwise}
\end{cases} \tag{6.55}
\]

where \( C_1 \) and \( C_2 \) are the true claimant and impostor classes, respectively.

6.6.3 Experiments and Discussion

The performance of the proposed PL and modified Bayesian post-classifiers is evaluated. The experiment setup is the same as described in Section 6.4.6, with the results for white noise shown in Figure 6.12 and for “operations-room” noise in Figure 6.13. Figures 6.14 and 6.15 show the distribution of opinion vectors in clean and noisy (SNR = -8 dB) conditions (white noise), respectively, with the decision boundaries used by the proposed approaches.

As can be observed, the decision boundary used by the PL post-classifier effectively takes into account the movement of opinion vectors due to noisy conditions. Comparing Figures 6.8 and 6.12 it can be seen that the proposed PL post-classifier has similar performance to the adaptive weighted summation approach, with the advantage of having a fixed (non-adaptive) structure. Moreover, unlike the mismatch detection weight update algorithm used in the adaptive approach, the PL post-classifier does not make a direct assumption about the type of noise that caused the mismatch between training and testing conditions.

The performance of the modified Bayesian post-classifier is comparable to that of the PL post-classifier due to the nature of the decision boundary. However, unlike the PL post-classifier, the modified Bayesian post-classifier avoids heuristics, is easy to train and is easily extendable to three or more experts.
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Figure 6.12: Performance of structurally noise resistant fusion techniques in the presence of white noise.

Figure 6.13: Performance of structurally noise resistant fusion techniques in the presence of operations-room noise.

Figure 6.14: Decision boundaries used by structurally noise resistant fusion approaches and the distribution of opinion vectors for true and impostor claims (clean speech).

Figure 6.15: As per Figure 6.14, but using noisy speech (corrupted with white noise, SNR = −8 dB).
Reliably finding good parameters for the PL classifier through the downhill simplex optimisation algorithm can be an issue. We have found it to be sensitive to initial conditions – if the initial solution is not close to the optimum according to Eqn. (6.43), for example due to opinion vectors that are outliers, the optimisation can diverge. Eqn. (6.43) is itself a contributor to this instability, as it has no explicit smoothness constraints. The surface made by Eqn. (6.43) is likely to have many local minima.

One alternative approach would be simply to use the initial solution as the final solution. A more elaborate alternative would be to use an SVM with a specifically designed kernel [163] that takes into account the movement of opinion vectors, or the relative robustness of the underlying experts. For example, a compound kernel can be constructed from two underlying kernels [163], with each kernel processing opinions from a specific modality expert. The contribution of each modality can then be accomplished through appropriate weighting of the underlying kernels, in a manner similar to the weighted summation of opinions (Section 6.2.5).

6.7 Summary

This chapter provided an overview of important concepts in the field of information fusion, followed by a review of milestones in audio-visual person identification and verification. Several adaptive and non-adaptive techniques for reaching the verification decision (i.e. whether to accept or reject the claimant), based on combined speech and face information, were evaluated in clean and noisy audio conditions on a common dataset. It was shown that in clean conditions most of the non-adaptive approaches provide similar performance and in noisy conditions most exhibit deterioration in performance. Moreover, it was shown that current adaptive approaches are either inadequate or use restrictive assumptions. A new category of classifiers was then introduced, where the decision boundary is fixed but constructed to take into account how the distributions of opinions are likely to change due to noisy conditions. Compared to a previously proposed adaptive approach, the proposed classifiers do not make a direct assumption about the type of noise that causes the mismatch between training and testing conditions.
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The VidTIMIT Dataset

Overview

In this appendix two previous multi-modal datasets, M2VTS and XM2VTS, are briefly described. The VidTIMIT dataset is then described, which was created by the author while taking into account issues with the abovementioned datasets.

M2VTS and XM2VTS datasets

At the start of research for this work, only one widely distributed multi-modal database existed, namely the M2VTS database [136]. The database is comprised of video sequences and corresponding audio recordings of 37 people counting ‘0’ to ‘9’ in their native language (mostly in French). There are five sessions per person (with one ‘0’ to ‘9’ utterance per session), spaced apart by at least one week. A head rotation sequence was also recorded during each session, where each person moved their head to the left and then to the right. The head rotation is meant to facilitate extraction of profile or 3D information.

The major drawbacks of the M2VTS database are its small size and the limited vocabulary (one phrase consisting of the ‘0’ to ‘9’ count). The small size results in several problems. The data set needs to be divided into at least 2 sections, representing the training and testing sections (typically, M2VTS sessions 1 to 3 are labelled as training data and session 4 as test data, with session 5 left out due to particular recording conditions). A small amount of training data can easily result in unreliable statistical models (as used in Chapter 2). A small test set results in a small number of verification tests, thus any relative improvement of one verification approach over another is dubious. Lastly, a verification method developed on the M2VTS database cannot be guaranteed to work in the more general text-independent mode, since the training phrase is the same as the testing phrase.

The Extended M2VTS (XM2VTS) dataset [110], released several years later, addresses some of these problems. The main differences are: 295 subjects, three fixed phrases (with two utterances of each phrase) and four sessions. The phrases are:
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- “0 1 2 3 4 5 6 7 8 9”
- “5 0 6 9 2 8 1 3 7 4”
- “Joe took fathers green shoe bench out”

While the number of subjects results in a much larger number of verification tests, the database is more suited for testing of text-dependent verification systems. While it is possible to obtain a pseudo text-independent setup by training a system using only phrases 1 and 2 and testing it on phrase 3, the training data is not a good representation of the test data – this can lead to poor performance.

The VidTIMIT Dataset

The VidTIMIT dataset was created to address some of the issues present in the M2VTS and XM2VTS datasets. The dataset is comprised of video and corresponding audio recordings of 43 volunteers (19 female and 24 male), reciting short sentences. It was recorded in 3 sessions, with a mean delay of 7 days between Session 1 and 2, and 6 days between Session 2 and 3.

The delay between sessions allows for changes in the voice, hair style, make-up, clothing and mood (which can affect the pronunciation), thus incorporating attributes which would be present during the deployment of a verification system. Additionally, the zoom factor of the camera was randomly perturbed after each recording.

The sentences were chosen from the test section of the NTIMIT corpus [80]. There are ten sentences per person. The first six sentences (sorted alpha-numerically by filename) are assigned to Session 1. The next two sentences are assigned to Session 2 with the remaining two to Session 3. The first two sentences for all persons are the same, with the remaining eight generally different for each person. The mean duration of each sentence is 4.25 seconds, or approximately 106 video frames (using 25 fps).

A typical example of the sentences used is in Table A.1. There is complete correspondence of the subject IDs between VidTIMIT and NTIMIT (and hence the recited sentences).

In addition to the sentences, each person performed an extended head rotation sequence in each session, which allows for extraction of profile and 3D information. The sequence consists of the person moving their head to the left, right, back to the centre, up, then down and finally return to centre. Examples images are shown in Figures A.1 and A.2.

The recording was done in a noisy office environment (mostly computer fan noise) using a broadcast quality digital video camera. The video of each person is stored as a numbered sequence of JPEG images with a resolution of $384 \times 512$ pixels (rows $\times$ columns). A quality setting of 90% was used during the creation of the JPEG images. The corresponding audio is stored as a mono,

---

1Copyright restrictions on the NTIMIT corpus prevent the list of all sentences used in VidTIMIT.
2The audio was recorded using the camera’s microphone.
3There is no audio for the head rotation sequences.
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16 bit, 32 kHz WAV file. The entire dataset occupies approximately 3 Gb.

For almost all the recordings the lighting setup\(^4\) was as follows:

1. Standard overhead fluorescent tubes, like in most ofce environments. The lights were covered with A4 size white office paper in order to diffuse the light – this reduced the glare on the face and top of the head.

2. An incandescent lamp in front of the person (just below the camera). The lamp was covered with a sheet of A4 size white office paper.

Session 1 is intended to be used as the training section, while Sessions 2 & 3 are intended to be the test section. It must be noted that unlike the M2VTS and XM2VTS databases, all sessions contain various phonetically balanced sentences. For each person, no sentences are repeated across the testing and training sections. The database is thus suited for the development of a text-independent verification system.

The number of subjects in the VidTIMIT database is somewhat larger than in the M2VTS database. However, while in the M2VTS database there is only one test utterance per person, there are four in the VidTIMIT database. Thus the number of verification tests possible on the VidTIMIT database is over 4 times larger than on the M2VTS database.

<table>
<thead>
<tr>
<th>Section ID</th>
<th>Sentence ID</th>
<th>Sentence text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1</td>
<td>sa1</td>
<td>She had your dark suit in greasy wash water all year</td>
</tr>
<tr>
<td></td>
<td>sa2</td>
<td>Don’t ask me to carry an oily rag like that</td>
</tr>
<tr>
<td></td>
<td>si1398</td>
<td>Do they make class-biased decisions?</td>
</tr>
<tr>
<td></td>
<td>si2028</td>
<td>He took his mask from his forehead and threw it, unexpectedly, across the deck</td>
</tr>
<tr>
<td></td>
<td>si768</td>
<td>Make lid for sugar bowl the same as jar lids, omitting design disk</td>
</tr>
<tr>
<td></td>
<td>sx138</td>
<td>The clumsy customer spilled some expensive perfume</td>
</tr>
<tr>
<td>Session 2</td>
<td>sx228</td>
<td>The viewpoint overlooked the ocean</td>
</tr>
<tr>
<td></td>
<td>sx318</td>
<td>Please dig my potatoes up before frost</td>
</tr>
<tr>
<td>Session 3</td>
<td>sx408</td>
<td>I’d ride the subway, but I haven’t enough change</td>
</tr>
<tr>
<td></td>
<td>sx48</td>
<td>Grandmother outgrew her upbringing in petticoats</td>
</tr>
</tbody>
</table>

Table A.1: Typical example of sentences used in the VidTIMIT database

\(^4\)An exception to the lighting setup occurs for Session 3 of mbdg0 and Session 2 of mjar0. For these cases the incandescent lamp was switched off.
Figure A.1: Example subjects from the VidTIMIT dataset. The first, second and third columns represent images taken in Session 1, 2 and 3, respectively.
Appendix A. The VidTIMIT Dataset

Figure A.2: Extracts from a head rotation sequence.
EM Algorithm for Gaussian Mixture Models

In the Gaussian Mixture Model (GMM) approach, a $D$-dimensional observation vector $\mathbf{x}$ is modelled by:

$$p(\mathbf{x}|\Theta) = \sum_{m=1}^{M} w_m p(\mathbf{x}|\theta_m) \quad (B.1)$$

where $\sum_{m=1}^{M} w_m = 1$, $w_m \geq 0$ and $p(\mathbf{x}|\theta_m)$ is a multivariate Gaussian probability density function with parameter set $\theta_m = \{\mu_m, \Sigma_m\}$:

$$p(\mathbf{x}|\theta_m) = \mathcal{N}(\mathbf{x}|\mu_m, \Sigma_m) = \frac{1}{(2\pi)^{D/2} |\Sigma_m|^{1/2}} \exp \left[ -\frac{1}{2} (\mathbf{x} - \mu_m)^T \Sigma_m^{-1} (\mathbf{x} - \mu_m) \right] \quad (B.2)$$

where $\mu_m$ is the mean vector and $\Sigma_m$ is the covariance matrix. Thus the complete parameter set for Eqn. (B.1) is expressed as $\Theta = \{w_m, \theta_m\}_{m=1}^{M}$. Our aim is to find $\Theta$ so the likelihood function

$$p(\mathbf{X}|\Theta) = \prod_{i=1}^{N} p(\mathbf{x}_i|\Theta) \quad (B.3)$$

is maximised. Here, $\mathbf{X} = \{\mathbf{x}_i\}_{i=1}^{N}$ is the set of training data.

The Expectation-Maximisation (EM) algorithm [42, 109, 143] is a likelihood function optimisation technique, often used in the pattern recognition literature [46]. It is a general method for finding the maximum-likelihood estimate of the parameters of an assumed distribution, when either the training data is incomplete or has missing values, or when the likelihood function can be made analytically tractable by assuming the existence of (and values for) missing data.

To apply the EM algorithm to our GMM problem, we must first assume that our training data $\mathbf{X}$ is incomplete and assume the existence of missing data $\mathbf{Y} = \{y_i\}_{i=1}^{N}$, where the values of $y_i$ indicate the mixture component that “generated” $\mathbf{x}_i$. Thus $y_i \in [1, M] \forall i$ and $y_i = m$ if the $i$-th feature vector ($\mathbf{x}_i$) was “generated” by the $m$-th mixture component. If we know the values for $\mathbf{Y}$, then Eqn. (B.3) can be modified to:
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\[ p(X, Y | \Theta) = \prod_{i=1}^{N} w_y p(x_i | \theta_y) \]  

(B.4)

As its name suggests, the EM algorithm is comprised of two steps: expectation, followed by maximisation. In the expectation step, the expected value of the complete data log-likelihood, \( \log p(X, Y | \Theta) \), is found with respect to the unknown data \( Y = \{ y_i \}_{i=1}^{N} \) given training data \( X = \{ x_i \}_{i=1}^{N} \) and current parameter estimates, \( \Theta^k \) (where \( k \) indicates the iteration number):

\[ Q(\Theta, \Theta^k) = E \left[ \log p(X, Y | \Theta) \mid X, \Theta^k \right] \]  

(B.5)

Since \( Y \) is a random variable with distribution \( p(y|X, \Theta^k) \), Eqn. (B.5) can be written as:

\[ Q(\Theta, \Theta^k) = \int_{y \in \mathcal{Y}} \log p(X, y | \Theta) p(y|X, \Theta^k) \, dy \]  

(B.6)

where \( y \) is an instance of the missing data and \( \mathcal{Y} \) is the space of values \( y \) can take on. The maximisation step then maximises the expectation:

\[ \Theta^{k+1} = \arg \max \, Q(\Theta, \Theta^k) \]  

(B.7)

The expectation and maximisation steps are iterated until convergence, or when the increase in likelihood falls below a pre-defined threshold. As can be seen in Eqn. (B.6), we require \( p(y|X, \Theta^k) \).

We can define it as follows:

\[ p(y|X, \Theta^k) = \prod_{i=1}^{N} p(y_i| x_i, \Theta^k) \]  

(B.8)

Given initial parameters\(^1\) \( \Theta^k \), we can compute \( p(x_i|\theta_m^k) \). Moreover, we can interpret the mixing weights \( (w_m) \) as a-priori probabilities of each mixture component [ i.e., \( w_m = p(m|\Theta^k) \) ]. Hence we can apply Bayes’ rule [46] to obtain:

\[ p(y_i| x_i, \Theta^k) = \frac{p(x_i|\theta_m^k)p(y_i|\Theta^k)}{p(x_i|\Theta^k)} \]  

(B.9)

\[ = \frac{p(x_i|\theta_n^k)p(y_i|\Theta^k)}{\sum_{n=1}^{M} p(x_i|\theta_n^k)p(n|\Theta^k)} \]  

(B.10)

Expanding Eqn. (B.6) yields:

\(^1\)Parameters for \( k = 0 \) can be found via the \( k \)-means algorithm [46, 97] (see also Section 2.4.1).
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\begin{equation}
Q(\Theta, \Theta^k) = \int_{y \in \mathcal{Y}} \log p(X, y|\Theta) \ p(y|X, \Theta^k) \ dy
\end{equation}

\begin{equation}
= \sum_{y \in \mathcal{Y}} \log \prod_{i=1}^{N} w_{y_i} p(x_i|\theta_{y_i}) \prod_{j=1}^{N} p(y_j|x_j, \Theta^k)
\end{equation}

\begin{equation}
= \sum_{y_1=1}^{M} \cdots \sum_{y_N=1}^{M} \sum_{i=1}^{N} \log [w_{y_i} p(x_i|\theta_{y_i})] \prod_{j=1}^{N} p(y_j|x_j, \Theta^k)
\end{equation}

It can be shown [24] that Eqn. (B.13) can be simplified to:

\begin{equation}
Q(\Theta, \Theta^k) = \sum_{m=1}^{M} \sum_{i=1}^{N} \log[w_m p(x_i|\theta_m)] \ p(m|x_i, \Theta^k)
\end{equation}

\begin{equation}
= \sum_{m=1}^{M} \sum_{i=1}^{N} \log[w_m ] \ p(m|x_i, \Theta^k) + \sum_{m=1}^{M} \sum_{i=1}^{N} \log[p(x_i|\theta_m)] \ p(m|x_i, \Theta^k)
\end{equation}

\begin{equation}
= Q_1 + Q_2
\end{equation}

Hence \(Q_1\) and \(Q_2\) can be maximised separately, to obtain \(w_m\) and \(\theta_m = \{\mu_m, \Sigma_m\}\), respectively.

To find the expression which maximises \(w_m\), we need to introduce the Lagrange multiplier [46] \(\psi\), with the constraint \(\sum_m w_m = 1\), take the derivative of \(Q_1\) with respect to \(w_m\) and set the result to zero:

\begin{equation}
\frac{\partial Q_1}{\partial w_m} = 0
\end{equation}

\begin{equation}
\therefore 0 = \frac{\partial}{\partial w_m} \left\{ \sum_{m=1}^{M} \sum_{i=1}^{N} \log[w_m ] \ p(m|x_i, \Theta^k) + \psi \left[ (\sum_m w_m) - 1 \right] \right\}
\end{equation}

\begin{equation}
= \sum_{i=1}^{N} \frac{1}{w_m} \ p(m|x_i, \Theta^k) + \psi
\end{equation}

Let us rearrange Eqn. (B.19) so we can obtain a value for \(\psi\):

\begin{equation}
-\psi w_m = \sum_{i=1}^{N} \ p(m|x_i, \Theta^k)
\end{equation}
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Summing both sides over $m$ yields:

$$-\psi \sum_m w_m = \sum_{i=1}^N \sum_m p(m|x_i, \Theta^{[k]})$$  \hspace{1cm} (B.21)

$$-\psi 1 = \sum_{i=1}^N 1$$  \hspace{1cm} (B.22)

$$\psi = -N$$  \hspace{1cm} (B.23)

By substituting Eqn. (B.23) into Eqn. (B.19) we obtain:

$$N = \sum_{i=1}^N \frac{1}{w_m} p(m|x_i, \Theta^{[k]})$$  \hspace{1cm} (B.24)

$$\therefore w_m = \frac{1}{N} \sum_{i=1}^N p(m|x_i, \Theta^{[k]})$$  \hspace{1cm} (B.25)

To find expressions which maximise $\mu_m$ and $\Sigma_m$, let us now expand $Q_2$:

$$Q_2 = \sum_{m=1}^M \sum_{i=1}^N \log[p(x_i|\theta_m)] p(m|x_i, \Theta^{[k]})$$  \hspace{1cm} (B.26)

$$= \sum_{m=1}^M \sum_{i=1}^N \left[ -\frac{1}{2} \log(|\Sigma_m|) - \frac{1}{2} (x_i - \mu_m)^T \Sigma_m^{-1} (x_i - \mu_m) \right] p(m|x_i, \Theta^{[k]})$$  \hspace{1cm} (B.27)

where $-\frac{D}{2} \log(2\pi)$ was omitted since it vanishes when taking a derivative with respect to $\mu_m$ or $\Sigma_m^{-1}$. To find the expression which maximises $\mu_m$, we need to take the derivative of $Q_2$ with respect to $\mu_m$, and set the result to zero:

$$\frac{\partial Q_2}{\partial \mu_m} = 0$$  \hspace{1cm} (B.28)

$$0 = \frac{\partial}{\partial \mu_m} \left\{ \sum_{m=1}^M \sum_{i=1}^N \left[ -\frac{1}{2} \log(|\Sigma_m|) - \frac{1}{2} (x_i - \mu_m)^T \Sigma_m^{-1} (x_i - \mu_m) \right] p(m|x_i, \Theta^{[k]}) \right\}$$  \hspace{1cm} (B.29)

At this point let us recall some results from matrix theory. Lütkepohl [102] states that

$$\frac{\partial z^T A z}{\partial z} = (A + A^T) z, \quad (A^{-1})^T = (A^T)^{-1}$$

and if $A$ is symmetric, then $A = A^T$. 
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Since \( \Sigma_m \) is symmetric, Eqn. (B.29) reduces to:

\[
0 = \sum_{i=1}^{N} -\frac{1}{2} \Sigma_m^{-1}(x_i - \mu_m)p(m|x_i, \Theta^{[k]}) \quad \text{(B.30)}
\]

\[
= \sum_{i=1}^{N} \left[-\Sigma_m^{-1}x_i p(m|x_i, \Theta^{[k]}) + \Sigma_m^{-1} \mu_m p(m|x_i, \Theta^{[k]})\right] \quad \text{(B.31)}
\]

\[
\therefore \sum_{i=1}^{N} \Sigma_m^{-1} \mu_m p(m|x_i, \Theta^{[k]}) = \sum_{i=1}^{N} \Sigma_m^{-1} x_i p(m|x_i, \Theta^{[k]}) \quad \text{(B.32)}
\]

multiply both sides by \( \Sigma_m \):

\[
\sum_{i=1}^{N} \mu_m p(m|x_i, \Theta^{[k]}) = \sum_{i=1}^{N} x_i p(m|x_i, \Theta^{[k]}) \quad \text{(B.33)}
\]

\[
\therefore \mu_m = \frac{\sum_{i=1}^{N} x_i p(m|x_i, \Theta^{[k]})}{\sum_{i=1}^{N} p(m|x_i, \Theta^{[k]})} \quad \text{(B.34)}
\]

Lütkepohl [102] states that: \(|A^{-1}| = |A|^{-1}\) and \(\text{tr}(AB) = \text{tr}(BA)\).
Since \(\text{tr}(AZ^T) = \text{tr}(\text{scalar})\), we can rewrite Eqn. (B.27) as:

\[
Q_2 = \sum_{m=1}^{M} \sum_{i=1}^{N} \left[\frac{1}{2} \log(|\Sigma_m^{-1}|) - \frac{1}{2} \text{tr}(\Sigma_m^{-1}(x_i - \mu_m)(x_i - \mu_m)^T)\right] p(m|x_i, \Theta^{[k]}) \quad \text{(B.35)}
\]

Let us quote some more results from Lütkepohl [102]: \(\frac{\partial \log(|A|)}{\partial A} = (A^{-1})^T\) and \(\frac{\partial \text{tr}(BA)}{\partial B} = A^T\).
Moreover, we note that \(zz^T\) is a symmetric matrix. To find an expression which maximises \(\Sigma_m\), we can take the derivative of Eqn. (B.35) with respect to \(\Sigma_m^{-1}\) and set the result to zero:

\[
0 = \frac{\partial Q_2}{\partial \Sigma_m^{-1}} \quad \text{(B.36)}
\]

\[
= \frac{\partial}{\partial \Sigma_m^{-1}} \left\{ \sum_{m=1}^{M} \sum_{i=1}^{N} \left[\frac{1}{2} \log(|\Sigma_m^{-1}|) - \frac{1}{2} \text{tr}(\Sigma_m^{-1}(x_i - \mu_m)(x_i - \mu_m)^T)\right] p(m|x_i, \Theta^{[k]}) \right\} \quad \text{(B.37)}
\]

\[
= \sum_{i=1}^{N} \left[\frac{1}{2} \Sigma_m^{-1}(x_i - \mu_m)(x_i - \mu_m)^T\right] p(m|x_i, \Theta^{[k]}) \quad \text{(B.38)}
\]

thus

\[
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\[
\frac{1}{2} \sum_{m} \sum_{i=1}^{N} p(m|x_i, \Theta^{[k]}) = \frac{1}{2} \sum_{i=1}^{N} (x_i - \mu_{m}) (x_i - \mu_{m})^T p(m|x_i, \Theta^{[k]}) \tag{B.40}
\]

\[
\therefore \Sigma_m = \frac{\sum_{i=1}^{N} (x_i - \mu_{m}) (x_i - \mu_{m})^T p(m|x_i, \Theta^{[k]})}{\sum_{i=1}^{N} p(m|x_i, \Theta^{[k]})} \tag{B.41}
\]

In summary,

\[
w_{m}^{[k+1]} = \frac{1}{N} \sum_{i=1}^{N} p(m|x_i, \Theta^{[k]}) \tag{B.42}
\]

\[
\mu_{m}^{[k+1]} = \frac{\sum_{i=1}^{N} x_i \ p(m|x_i, \Theta^{[k]})}{\sum_{i=1}^{N} p(m|x_i, \Theta^{[k]})} \tag{B.43}
\]

\[
\Sigma_{m}^{[k+1]} = \frac{\sum_{i=1}^{N} (x_i - \mu_{m}^{[k+1]}) (x_i - \mu_{m}^{[k+1]})^T p(m|x_i, \Theta^{[k]})}{\sum_{i=1}^{N} p(m|x_i, \Theta^{[k]})} \tag{B.44}
\]

where

\[
p(m|x_i, \Theta^{[k]}) = \frac{p(x_i|\theta_m^{[k]}) p(m|\Theta^{[k]})}{\sum_{n=1}^{M} p(x_i|\theta_n^{[k]}) p(n|\Theta^{[k]})} \tag{B.45}
\]

which can be explicitly stated as:

\[
p(m|x_i, \Theta^{[k]}) = \frac{\mathcal{N}(x_i|\mu_m^{[k]}, \Sigma_m^{[k]}) w_m^{[k]}}{\sum_{n=1}^{M} \mathcal{N}(x_i|\mu_n^{[k]}, \Sigma_n^{[k]}) w_n^{[k]}} \tag{B.46}
\]

If we let \( l_{m,i} = p(m|x_i, \Theta^{[k]}) \) and \( L_m = \sum_{i=1}^{N} l_{m,i} \), we can restate Eqns. (B.42) to (B.44) as:

\[
u_{m}^{[k+1]} = \frac{L_m}{N} \tag{B.47}
\]

\[
\mu_{m}^{[k+1]} = \frac{1}{L_m} \sum_{i=1}^{N} x_i \ l_{m,i} \tag{B.48}
\]

\[
\Sigma_{m}^{[k+1]} = \frac{1}{L_m} \sum_{i=1}^{N} (x_i - \mu_{m}^{[k+1]}) (x_i - \mu_{m}^{[k+1]})^T l_{m,i} \tag{B.49}
\]
Appendix C

Derivation of Offset-MLLR

In the offset-MLLR approach, each mean is redefined as [c.f. Eqn. (5.7)]:

\[
\hat{\mu}_g = \mu_g + \Delta_g \tag{C.1}
\]

where \(\Delta_g\) maximises the likelihood of given training data. Substituting (C.1) into (5.4) results in:

\[
p(x|\hat{\mu}_g, \Sigma_g) = \exp \left[ \frac{-1}{2} (x - \{\mu_g + \Delta_g\})^T \Sigma_g^{-1} (x - \{\mu_g + \Delta_g\}) \right] \tag{C.2}
\]

In the framework of the Expectation Maximisation (EM) algorithm, we assume that our training data \(X\) is incomplete and assume the existence of missing data \(Y = \{y_i\}_{i=1}^{N_V}\), where the values of \(y_i\) indicate the mixture component (i.e. the Gaussian) that “generated” \(x_i\). Thus \(y_i \in [1, N_G] \forall i\) and \(y_i = m\) if the \(i\)-th feature vector \((x_i)\) was “generated” by the \(m\)-th Gaussian. An auxiliary function is defined as follows:

\[
Q(\lambda, \lambda^{\text{old}}) = E_Y \left[ \log p(X, Y|\lambda) \right] \tag{C.3}
\]

It can be shown [42], that maximising \(Q(\lambda, \lambda^{\text{old}})\), i.e.:

\[
\lambda^{\text{new}} = \arg \max_{\lambda} Q(\lambda, \lambda^{\text{old}}) \tag{C.4}
\]

results in \(p(X|\lambda^{\text{new}}) \geq p(X|\lambda^{\text{old}})\) (i.e. the likelihood of the training data \(X\) increases). Evaluating the expectation in Eqn. (C.3) results in [24]:

\[
Q(\lambda, \lambda^{\text{old}}) = \sum_{g=1}^{N_G} \sum_{i=1}^{N_V} \log[w_g]\ p(g|x_i, \lambda^{\text{old}}) + \sum_{g=1}^{N_G} \sum_{i=1}^{N_V} \log[p(x_i|\mu_g, \Sigma_g)]\ p(g|x_i, \lambda^{\text{old}}) \tag{C.5}
\]

\[
= Q_1 + Q_2 \tag{C.6}
\]

where
Appendix C. Derivation of Offset-MLLR

\[ p(g|x_i, \lambda^{old}) = \frac{w_g^{old} N(x_i|\mu_g^{old}, \Sigma_g^{old})}{\sum_{n=1}^{N_G} w_n^{old} N(x_i|\mu_n^{old}, \Sigma_n^{old})} \]  \hspace{1cm} (C.7)

A common maximisation technique is to take the derivative of \( Q(\lambda, \lambda^{old}) \) with respect to the parameter to be maximised and set the result to zero. Since we are interested in finding \( \Delta_g \), we only need to take the derivative of \( Q_2 \):

\[
0 = \frac{\partial}{\partial \Delta_g} \sum_{g=1}^{N_G} \sum_{i=1}^{N_V} \log[p(x_i|\mu_g, \Sigma_g)] \cdot p(g|x_i, \lambda^{old}) \]  \hspace{1cm} (C.8)

\[
= \frac{\partial}{\partial \Delta_g} \sum_{g=1}^{N_G} \sum_{i=1}^{N_V} \left[ -\frac{1}{2} (x_i - \{\mu_g + \Delta_g\})^T \Sigma_g^{-1} (x_i - \{\mu_g + \Delta_g\}) \right] p(g|x_i, \lambda^{old}) \]  \hspace{1cm} (C.9)

\[
= \sum_{i=1}^{N_V} p(g|x_i, \lambda^{old}) \Sigma_g^{-1} (x_i - \{\mu_g + \Delta_g\}) \]  \hspace{1cm} (C.10)

where \(-\frac{D}{2} \log(2\pi)\) and \(-\frac{1}{2} \log(|\Sigma_g|)\) were omitted in Eqn. (C.9) since they vanish when taking the derivative. Re-arranging Eqn. (C.10) yields:

\[
\Delta_g = \frac{\sum_{i=1}^{N_V} p(g|x_i, \lambda^{old}) x_i}{\sum_{i=1}^{N_V} p(g|x_i, \lambda^{old})} - \mu_g \]  \hspace{1cm} (C.11)

Substituting Eqn. (C.11) into Eqn. (C.1) yields:

\[
\hat{\mu}_g = \frac{\sum_{i=1}^{N_V} p(g|x_i, \lambda^{old}) x_i}{\sum_{i=1}^{N_V} p(g|x_i, \lambda^{old})} \]  \hspace{1cm} (C.12)

which is the standard maximum likelihood re-estimation formula for the mean.

Following [96], we modify the re-estimation formula for tied transformation parameters (e.g. a single \( \Delta \) shared by all means). If \( \Delta_S \) is shared by \( N_S \) Gaussians \( \{ g_r \}_{r=1}^{N_S} \), Eqn. (C.9) is modified to:

\[
0 = \frac{\partial}{\partial \Delta_S} \sum_{r=1}^{N_S} \sum_{i=1}^{N_V} \left[ -\frac{1}{2} (x_i - \{\mu_{g_r} + \Delta_S\})^T \Sigma_{g_r}^{-1} (x_i - \{\mu_{g_r} + \Delta_S\}) \right] p(g_r|x_i, \lambda^{old}) \]  \hspace{1cm} (C.13)

\[
= \sum_{r=1}^{N_S} \sum_{i=1}^{N_V} p(g_r|x_i, \lambda^{old}) \Sigma_{g_r}^{-1} (x_i - \{\mu_{g_r} + \Delta_S\}) \]  \hspace{1cm} (C.14)

which leads to:

\[
\Delta_S = \left[ \sum_{r=1}^{N_S} \sum_{i=1}^{N_V} p(g_r|x_i, \lambda^{old}) \Sigma_{g_r}^{-1} \right]^{-1} \left[ \sum_{r=1}^{N_S} \sum_{i=1}^{N_V} p(g_r|x_i, \lambda^{old}) \Sigma_{g_r}^{-1} (x_i - \mu_{g_r}) \right] \]  \hspace{1cm} (C.15)
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1D DCT, 33–35
2D grid, 49
2D DCT, 46, 49, 55, 56, 60
3D sensing, 71

acceleration, 37
acoustic tube, 31
Active Appearance Models, 73
adaptation, 25
adaptive, 99, 110, 111
additive noise, 68, 109, 113
air pressure, 31
airport, 71
ambient noise, 11, 32
amplitude normalisation, 33, 34
AND fusion, 96
anti-resonances, 31
articulators, 31
authentication, 17
auto-correlation, 38, 39
auto-correlation function, 39
Automatic Teller Machine, 11
auxiliary function, 132

Background Model Set, see BMS
background noise, 40
bag of words, 69
biologically inspired, 49
block by block, 49, 55
BMS, 24, 25, 28, 41, 42

Cepstral Mean Subtraction, see CMS
channel characteristics, 36
channel distortion, 11, 32
chin, 47

Cholesky decomposition, 79
client independent, 25
closed set identification, 17
CMS, 32, 35, 36, 44
commensurate, 94, 96, 98
complementary information, 93
composite model, 24
compression artefacts, 7, 65, 66
computational implementation, 19
correlation, 50
covariance matrix, 21, 28, 33, 48, 75, 79
critical bandwidth, 33
cross correlation, 47

DCT-delta, 56, 57, 60
DCT-mod, 57, 60
DCT-mod-delta, 57, 60
DCT-mod2, 57, 60, 75
decision boundary, 98, 113, 116
decision Cost Function, 27
decision fusion, 95
decision machine, 18
decision Tree, 101
delta coefficients, 37, 56
delta features, 37
Detection Error Trade-off, 26
diag-MLLR, 78, 85
dimensionality reduction, 33, 48, 53
Discrete Cosine Transform, see 1D DCT and 2D DCT
early fusion, 94
edge detector, 48
EER, 27
EGM, 47, 49, 63
Index

eigenfaces, 47, 48, 54
eigenvalues, 48, 53, 75
eigenvectors, 48, 53, 75
Elastic Graph Matching, see EGM
elasticity, 49
EM, 21, 22, 27, 76, 106, 126, 132
Empirical Risk Minimisation, 108
Enhanced Principal Component Analysis, 65
Equal Error Rate, see EER
Euclidean distance, 27, 48
exhaustive search, 110
Expectation Maximisation, see EM
eexpression changes, 48, 50–52
eyebrow, 47
eyes, 47, 48, 63, 64
face areas, 64
face expert, 106, 109
face localisation, 47, 71
face parts, 53
face recognition, 47
False Acceptance, 26
False Acceptance Rate, see FAR
False Rejection, 26
False Rejection Rate, see FRR
FAR, 26, 110
Fast Fourier Transform, see FFT
feature extraction, 47, 73–75
feature level fusion, 93, 94
feature vector concatenation, 94, 97, 109, 110
FERET, 7, 73, 74, 77
FFT, 33
filter part, 32
fingerprints, 11, 14
forensic applications, 65
forensic work, 11
formant frequencies, 31
Fourier spectrum, 32, 33
frame by frame, 33, 105
FRR, 26, 110
full-MLLR, 78, 82, 85
Gabor wavelets, 49, 54
Gaussian Mixture Model, see GMM
generic face, 71
generic model, 76
geometric features, 47
glottal wave, 31
GMM, 21, 33, 41, 58, 63, 75, 105, 126
Half Total Error Rate, see HTER
Hamming window, 33
hand geometry, 14
head size, 48
Hidden Markov Model, see HMM
hiding biometric data, 14
hill climbing, 22
histogram equalisation, 14
illumination direction change, 11, 59, 65
illumination normalisation, 47
immigration checkpoints, 11
impostor, 17, 26, 76, 98
impostor model, 24, 25
incomplete data, 126
information fusion, 37
initial estimate, 27, 127
International Phonetic Alphabet, 31
interpolation, 91
iris, 14
jaw, 31
joint likelihood, 18
JPEG, 49, 66
k-means, 22, 23, 27, 28, 127
kernel, 69, 108–110, 120
Kronecker delta, 23
Lagrange multiplier, 128
late fusion, 94
law enforcement, 11
LBG, 24
<table>
<thead>
<tr>
<th>Term</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>48</td>
</tr>
<tr>
<td>lighting conditions</td>
<td>48</td>
</tr>
<tr>
<td>lip movement</td>
<td>103</td>
</tr>
<tr>
<td>lips</td>
<td>31</td>
</tr>
<tr>
<td>literature review</td>
<td>14</td>
</tr>
<tr>
<td>local features</td>
<td>53, 63, 71, 74</td>
</tr>
<tr>
<td>local maximum</td>
<td>22</td>
</tr>
<tr>
<td>LPCC</td>
<td>35</td>
</tr>
<tr>
<td>M2VTS</td>
<td>121</td>
</tr>
<tr>
<td>MACV</td>
<td>32, 39, 44</td>
</tr>
<tr>
<td>majority voting</td>
<td>95</td>
</tr>
<tr>
<td>MAP</td>
<td>25, 63, 66</td>
</tr>
<tr>
<td>margin</td>
<td>108</td>
</tr>
<tr>
<td>mathematical notation</td>
<td>16</td>
</tr>
<tr>
<td>Maximum a-posteriori, see MAP</td>
<td></td>
</tr>
<tr>
<td>Maximum Auto-Correlation Value, see MACV</td>
<td></td>
</tr>
<tr>
<td>Maximum Likelihood, see ML</td>
<td></td>
</tr>
<tr>
<td>Mel-Frequency Cepstral Coefficient, see MFCC</td>
<td></td>
</tr>
<tr>
<td>Mel-scale</td>
<td>33</td>
</tr>
<tr>
<td>MFCC</td>
<td>32, 33, 36, 40, 105</td>
</tr>
<tr>
<td>midst-mapping fusion</td>
<td>93, 95</td>
</tr>
<tr>
<td>mismatch</td>
<td>32, 71</td>
</tr>
<tr>
<td>missing data</td>
<td>126</td>
</tr>
<tr>
<td>ML</td>
<td>21, 27, 126</td>
</tr>
<tr>
<td>MLLR</td>
<td>70, 71, 80</td>
</tr>
<tr>
<td>model extension</td>
<td>73</td>
</tr>
<tr>
<td>modular</td>
<td>48</td>
</tr>
<tr>
<td>morphological operations</td>
<td>50</td>
</tr>
<tr>
<td>mosaic construction</td>
<td>94</td>
</tr>
<tr>
<td>mouth</td>
<td>48</td>
</tr>
<tr>
<td>Multi Layer Perceptron</td>
<td>101</td>
</tr>
<tr>
<td>multi-angle</td>
<td>72, 81, 88</td>
</tr>
<tr>
<td>multi-expert</td>
<td>110</td>
</tr>
<tr>
<td>multi-modal</td>
<td>11, 92</td>
</tr>
<tr>
<td>multiple sensors</td>
<td>93</td>
</tr>
<tr>
<td>multiple views</td>
<td>71</td>
</tr>
<tr>
<td>nearest neighbour</td>
<td>49</td>
</tr>
<tr>
<td>non-adaptive</td>
<td>99, 110, 111</td>
</tr>
<tr>
<td>non-frontal</td>
<td>71, 82</td>
</tr>
<tr>
<td>non-homogeneous</td>
<td>95, 96</td>
</tr>
<tr>
<td>nose</td>
<td>47, 48, 63, 64</td>
</tr>
<tr>
<td>NTIMIT</td>
<td>9, 40, 41, 58, 122</td>
</tr>
<tr>
<td>Occam’s Razor</td>
<td>42</td>
</tr>
<tr>
<td>offset-MLLR</td>
<td>78, 85, 87, 88, 132</td>
</tr>
<tr>
<td>open set identification</td>
<td>17</td>
</tr>
<tr>
<td>opinion fusion</td>
<td>94, 96</td>
</tr>
<tr>
<td>optical flow</td>
<td>73</td>
</tr>
<tr>
<td>optimisation</td>
<td>117, 126</td>
</tr>
<tr>
<td>optimistic bias</td>
<td>27</td>
</tr>
<tr>
<td>OR fusion</td>
<td>96</td>
</tr>
<tr>
<td>overfitting</td>
<td>42</td>
</tr>
<tr>
<td>parametric representation</td>
<td>19</td>
</tr>
<tr>
<td>parts based</td>
<td>71</td>
</tr>
<tr>
<td>passport control</td>
<td>11</td>
</tr>
<tr>
<td>passport photograph</td>
<td>71</td>
</tr>
<tr>
<td>password</td>
<td>11</td>
</tr>
<tr>
<td>PCA</td>
<td>47, 48, 53, 65, 106</td>
</tr>
<tr>
<td>Peak Signal-to-Noise Ratio, see PSNR</td>
<td></td>
</tr>
<tr>
<td>performance degradation</td>
<td>32, 44, 48, 62</td>
</tr>
<tr>
<td>photometric transformations</td>
<td>50</td>
</tr>
<tr>
<td>Piece-wise Linear, see PL</td>
<td></td>
</tr>
<tr>
<td>pitch</td>
<td>31, 38</td>
</tr>
<tr>
<td>PL</td>
<td>115</td>
</tr>
<tr>
<td>polynomial</td>
<td>37, 52, 55</td>
</tr>
<tr>
<td>pose variations</td>
<td>11, 71, 73</td>
</tr>
<tr>
<td>position information</td>
<td>91</td>
</tr>
<tr>
<td>post-categorical integration</td>
<td>94</td>
</tr>
<tr>
<td>post-classifier</td>
<td>97, 98, 104</td>
</tr>
<tr>
<td>post-mapping fusion</td>
<td>93</td>
</tr>
<tr>
<td>pre-categorical integration</td>
<td>94</td>
</tr>
<tr>
<td>pre-mapping fusion</td>
<td>93</td>
</tr>
<tr>
<td>precision issues</td>
<td>19</td>
</tr>
<tr>
<td>Principal Component Analysis, see PCA</td>
<td></td>
</tr>
<tr>
<td>prior information</td>
<td>25, 73</td>
</tr>
<tr>
<td>privacy</td>
<td>14</td>
</tr>
<tr>
<td>probabilistic clustering</td>
<td>22, 64</td>
</tr>
<tr>
<td>prosodic information</td>
<td>32</td>
</tr>
<tr>
<td>pseudo-image</td>
<td>65, 68</td>
</tr>
<tr>
<td>PSNR</td>
<td>66</td>
</tr>
<tr>
<td>quadratic programming</td>
<td>108</td>
</tr>
<tr>
<td>quasi-stationary</td>
<td>31</td>
</tr>
<tr>
<td>ranked list combination</td>
<td>96</td>
</tr>
<tr>
<td>RASTA</td>
<td>36</td>
</tr>
<tr>
<td>ratio test</td>
<td>19</td>
</tr>
</tbody>
</table>
Receiver Operating Characteristics, 26
recognition types, 17
redundancy, 93
regression classes, 79
regularisation, 69
resonances, 31
rotations, 48

saddle point, 22
scatter matrix, 53
score fusion, 93, 94
security, 14
security systems, 65
seed, 27
sensor data level fusion, 93, 94
shadows, 59
Signal-to-Noise Ratio, see SNR
SNR, 42, 44, 99, 103, 109
source part, 32
spatial relations, 53, 63, 71
spectral leakage, 33
Spectral Subband Centroids, 45
speech compression, 35
speech expert, 105, 109
speech production process, 31
speech spectrum, 36
static features, 37
Structural Risk Minimisation, 108
Support Vector Machine, see SVM
surveillance, 11, 71
SVM, 69, 101, 108
synthesised models, 71

TE, 111
teeth, 31
telephone bandwidth, 33
telephone line, 40
template images, 47
template matching, 47, 58, 71
text-dependent, 30, 103
text-independent, 30, 103
texture information, 48, 57, 65
threshold, 20, 26, 27, 40, 98
tongue, 31

Total Error, see TE
transitional spectrum information, 37
translations, 48, 64, 71, 76
ture claimant, 17, 26
UBM, 25, 63, 106
unit variance, 28
Universal Background Model, see UBM
unvoiced sounds, 31

VAD, 40, 41, 105, 110, 113
varying block overlap, 60
verification, 11, 17, 30, 94
verification errors, 26
VidTIMIT, 58, 73, 104, 109, 122
visual words, 69
vocal folds, 31
vocal tract, 31
Voice Activity Detector, see VAD
voiced sounds, 31

weighted summation fusion, 109
Weizmann dataset, 63
white noise, 7, 65, 66
window vector, 37, 56
world model, 25, 71

XM2VTS, 121

zero mean, 28
Zero-Crossing with Peak Amplitude, 45
zig-zag pattern, 55