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Abstract

In the last few years we have seen how the volume of video data has exponentially grown. Spe-

cialised online sites like YouTube and NetFlix are attracting a considerable amount of audience who

are uploading, accessing, and actively interacting with the online sites. Furthermore, millions of

video surveillance cameras have been installed around the world. Video cameras are installed to

monitor shopping centres, universities, parks, streets, and in general to monitor any public place.

Undoubtedly, it is becoming indispensable to ef�ciently and automatically manage and interpret all

the massive amount of video data available nowadays. Computer vision is the science responsible

for processing images and videos. The main goal of this thesis is to contribute towards ef�ciently

managing and interpreting video data via action analysis and video summarisation. Action analysis

using computer vision techniques is essential given that the majority of the available videos contain

human actions. Action analysis is a broad topic that covers several areas. For instance, we can �nd:

action recognition, joint action segmentation and recognition, and action assessment.

For the action recognition problem, there are several techniques designed to recognise actions.

Among them, two schools of thoughts have gained attention recently. On one hand, traditional video

encoders and its variants are the main reference for action recognition. Traditional video encoders

include the popular Bag of Visual Words and the Fisher Vector representation. On the other hand, sta-

tistical modelling of actions via Riemannian manifolds offers an interesting alternative to traditional

video encoders. To this end, we provide a detailed analysis of the performance of the two aforemen-

tioned schools of thoughts for action recognition under same set of features across several datasets.

The detailed analysis also investigates when these methods break and how performance degrades

when the datasets have challenging conditions, likely to be encountered in uncontrolled situations.

To address the joint action segmentation and recognition problem, we propose two hierarchical

systems where a given video is processed as a sequence of overlapping temporal windows. Both

proposed systems require fewer parameters to be optimised and avoid the need for a custom dynamic

programming de�nition as in previous works. The last action analysis problem this thesis focuses on is

action assessment. Action assessment is still in early stages. Action assessment consists in assessing

how well people perform actions. Learning how to automatically assess actions can be a valuable

tool. For instance, catwalk competitions require human assessment which may be highly subjective.

However, to date, nobody has attempted to apply computer vision techniques to automatically assess

the quality of how someone strides down the catwalk.

Action analysis is not the only way to process video information. Video summarisation is an

active area of research within the computer vision community. Instead of tedious manual review of

hours and hours of video, video summarisation aims to provide a concise and informative summary

of the video. We present a novel approach to video summarisation that makes use of a Bag-of-visual-

Textures approach which is computationally ef�cient and effective. Our approach can be used for

short-term and long-term videos. On long-term videos the proposed system considerably reduces the

amount of footage with only minor degradation in the information content.
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Chapter 1

Introduction

Life is not easy for any of us. But what of that? We

must have perseverance and above all con�dence in

ourselves. We must believe that we are gifted for some-

thing, and that this thing, at whatever cost, must be at-

tained.

Marie Curie

According toCisco Systems, Inc., online video data around the world will be responsible from

80%of all consumer internet traf�c in 2019 [4]. This percentage represents a64%increase with re-

spect to 2014. Moreover, the sum of all forms of video will be in the range of80%to 90%of consumer

traf�c by 2019 [4]. The internet video traf�c include videos from sites such as YouTube (short-form

videos), Hulu (long-term videos), Net�ix (internet video to TV), BitTorrent (video exchanged through

peer-to-peer �le sharing), Vudu (online video purchases and rentals), and also videos from webcam

views and web-based video monitoring [4]. Online video data is not the only existing video data. Ev-

ery day millions of hours of video are captured around the world by surveillance cameras. There were

an estimated 245 million globally installed surveillance cameras which were active and operational

in 2014, according to IHS Technology [5].

With the huge amount of video data currently available and its predicted increase in the next few

years, it is necessary to develop intelligent automatic systems able to ef�ciently analyse, process, and

interpret the information contained in the video data. Video data can be ef�ciently managed in several

manners using computer vision techniques. This thesis presents two ways to ef�ciently manage video

information:

1. Action analysis: Given that a massive part of video data contains humans, analysis of human

action has become a hot topic in recent years in the computer vision community.

2. Video Summarisation: Instead of tedious manual review of hours and hours of video, video

summarisation aims to provide a concise and informative summary of the video.
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1.1 Goals and Challenges

As mentioned before, the amount of online video data and video captured by surveillance cameras

available nowadays is massive and is expected to keep growing. The main goal of this thesis is to

contribute towards ef�ciently managing and interpreting video information via action analysis and

video summarisation.

Action analysis covers several areas. For instance, we can �nd: action recognition, joint action

segmentation and recognition, and action assessment. Many approaches have been developed to

recognise single human actions, in the midst of them there are two schools of thoughts:(i) traditional

video encoding techniques and(ii) statistical modelling of actions via Riemannian manifolds.

The most traditional approach for video encoding is the Bag-of-Visual Words (BoVW) [116,

140, 169]. In the BoVW approach feature descriptors are quantised into visual words using a vi-

sual vocabulary. The visual vocabulary is typically generated via k-means [174]. A video is then

characterised as the frequency histogram over visual words [140]. Among other video encoders we

can �nd: Soft Assignment (SA), Localised Soft Assignment (LSA), Sparse Coding (SPC), Vector of

Locally Aggregated Descriptors (VLAD), and Fisher Vector (FV). Particularly, the FV approach has

been successfully applied to action recognition in recent times [112, 117, 168].

Simultaneously, there has been a growing interest in solving the action recognition problem using

Riemannian manifolds [67, 95, 161]. Two widely used statistics for modelling actions are: covariance

matrices, which are naturally Symmetric Positive De�nite (SPD), and linear subspaces (LS).

Both schools of thoughts, traditional video encoders and Riemannian manifolds, have shown com-

petitive performance. However, it is still an open question which school of thought best describes and

recognises human actions under the same set of features across several datasets. Between the Rie-

mannian representation based on SPD matrices and LS, it is still unknown which modelling best

represents human actions. Moreover, it is also currently unknown which school of thought is the most

robust and capable of dealing with challenges present in realistic and uncontrolled scenarios.

There are other areas of action analysis that have not been widely investigated or are in early

stages and need more attention for the sake of creating reliable automatic systems. For example,

the joint action segmentation and recognition is one of these areas that has been less explored. The

action segmentation and recognition problem, in the context of this thesis, consists of segmenting

and recognising continuous actions from a video, where one person performs a sequence of several

single actions [142]. This is an important problem given that in natural and realistic settings of

human behaviour, the fundamental problem is segmenting and recognising actions from a sequence

containing several single actions [21].

Another attractive area of research for action analysis is action assessment. The assessment of

quality of actions using only visual information is still under early development. A recent work to

predict the expert judges' scores for diving and �gure skating in the Olympic games is presented

in [121]. The concept behind the score prediction is to learn how to assess the quality of actions

in videos. This concept can open the door to reveal other ways where the assessment of an action
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can be a valuable tool. For instance, catwalk competitions have been fashionable for a long time.

However, to date, nobody has attempted to apply computer vision techniques to assess the quality of

how someone strides down the catwalk.

Apart from action analysis, video data information can be also managed using video summari-

sation techniques. Video summarisation is an active area of research within the computer vision

community and it has been applied to provide summaries in various video categories such as wildlife

videos [181], sports videos [113], TV documentaries [11], among others. Video summarisation, also

known as still image abstraction, static storyboard or static video abstract, is a compilation of repre-

sentative frames selected from the original video [39]. Video summarisation still faces the challenges

of creating a useful, intuitive, and informative summary [102]. It often deals with the problem of key

frame selection: which key frames should be preserved in the output summary? [50]

1.2 Contributions

This thesis presents a series of contributions to address the following two tasks: action analysis and

video summarisation. Below a brief overview of the contributions is given. Throughout the chapters

comprised in this thesis more details are given that further explain each of the following contributions.

1.2.1 Comparative Evaluation of Action Recognition Approaches

� We provide a detailed analysis of performance of the traditional video encoding techniques and

the alternative Riemannian manifolds methods under the same set of features across several

datasets.

� We employ two categories of Riemannian manifolds: symmetric positive matrices and linear

subspaces. For both categories we use their corresponding nearest neighbour classi�ers, ker-

nels, and recent kernelised sparse representations.

� We quantitatively show when these methods break and how the performance degrades when the

datasets have challenging conditions (translations and changes in scale).

1.2.2 Joint Action Recognition and Segmentation

� We propose two novel hierarchical systems to perform action segmentation and recognition

where a given video is processed as a sequence of overlapping temporal windows.

� The proposed methods are based on GMMs and the FV representation.

� The combination of probabilistic integration either with FVs or GMM is novel for the action

segmentation and recognition problem.

� Our proposed method based on FV outperforms one existing approach and it is much faster

than the GMM approach.
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� The proposed systems require fewer parameters to be optimised and avoid the need for a custom

dynamic programming de�nition as in previous works.

1.2.3 Catwalk Analysis (Action Assessment)

� We are the �rst to assess the quality of how someone strides down the catwalk using computer

vision techniques.

� We propose a novel dataset called the Miss Universe (MU) dataset that comprises 10 years of

the Miss Universe evening gown competition.

� We study two novel problems for automatic ranking the catwalk of each participant during the

Miss Universe evening gown competition.

� The �rst sub-problem is The Miss Universe Listwise Ranking (MULR) problem. It aims to

predict the winner of the evening gown competition.

� The second sub-problem is The Miss Universe Pairwise Ranking (MUPR) problem. It focuses

on judging the catwalk between two participants.

� We propose an approach that addresses both problems simultaneously.

� We adapt recent video descriptors, shown to be effective in action recognition, into our frame-

work.

1.2.4 Video Summarisation

� We present a novel approach to summarise videos that makes use of a Bag-of-visual-Textures

(BoT) approach which is computationally ef�cient and effective.

� We �rst propose the use of texture information to improve video summarisation.

� Two systems are proposed, one based solely on the BoT approach and another which exploits

both colour information and BoT features.

� We show how our approach can be used for short-term and long-term videos.

� Proposed system reduces the amount of footage in long-term videos by a factor of 27, with only

minor degradation in the information content.
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1.3 Thesis Outline

This section provides an outline of the entire thesis. The rest of this thesis is comprised of 3 major

parts: Action Analysis, Video Summarisation, and Final Remarks.

Part II: Action Analysis

� Chapter 2: Literature Review. This chapter overviews the literature review for action anal-

ysis. To start with, the chapter describes popular video descriptors for action analysis. The

chapter then depicts how video descriptors can be either encoded or statistical modelled via

Riemannian manifolds. Finally, various approaches for single action recognition, action seg-

mentation and recognition, and catwalk assessment are delineated.

� Chapter 3: Background Theory. This chapter equips the reader with the relevant theory used

for Part II. It �rst describes the video descriptors used in this work, followed by the de�nitions

of GMMs, the FV representation, and Riemannian manifolds.

� Chapter 4: Datasets for Action Recognition. The existing datasets used for action analysis

are reported in this chapter. The datasets included are: KTH, UCF-Sports, UT-Tower, and

CMU-MMAC.

� Chapter 5: Comparative Evaluation of Action Recognition Techniques. This chapter presents

a comparative evaluation of various techniques for action recognition while keeping as many

variables as possible controlled. Two categories of Riemannian manifolds are employed: sym-

metric positive matrices and linear subspaces. This chapter also compares against traditional

action recognition techniques based on GMMs and FVs. These action recognition techniques

are evaluated under ideal conditions, as well as their sensitivity in more challenging conditions.

� Chapter 6: Joint Recognition and Segmentation of Actions. This chapter presents two hier-

archical approaches that perform joint classi�cation and segmentation. For the �rst approach,

a given video is processed via a sequence of overlapping temporal windows. Each frame in a

temporal window is represented through selective low-level spatio-temporal features. Features

from each window are represented as a FV. Instead of directly classifying each FV, it is con-

verted into a vector of class probabilities. The second proposed approach is based on GMMs.

This GMM approach also processes a given video via a sequence of overlapping temporal win-

dows. The vector of class probabilities for the GMM approach is obtained using the average

log-likelihood over each temporal window. For both proposed approaches, the �nal classi�ca-

tion decision for each frame is then obtained by integrating the class probabilities at the frame

level, which exploits the overlapping of the temporal windows. Experiments were performed

on two datasets: s-KTH (a stitched version of the KTH) and the challenging CMU-MMAC

dataset.
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� Chapter 7: Towards Miss Universe Automatic Prediction via Catwalk Analysis. This chap-

ter analyses if we can predict the winner of Miss Universe after watching how they stride down

the catwalk during the evening gown competition. As this problem has not been investigated

before, we analyse whether existing computer vision approaches can be used to automatically

extract the qualities exhibited by the Miss Universe winners during their catwalk. This study

can pave the way towards new vision based applications for the fashion industry. We propose a

novel video dataset, called the Miss Universe dataset, collected from the evening gown compe-

tition. To describe the videos we employ the recently proposed Stacked Fisher Vectors.

Part III: Video Summarisation

� Chapter 8: Literature Review. This chapter concisely de�nes video summarisation including

its main characteristics. An overview of various common approaches for video summarisation

is also provided.

� Chapter 9: Summarisation of Short-Term and Long-Term Videos. This chapter presents

a novel approach to video summarisation that makes use of a Bag-of visual-Textures (BoT)

approach. Two systems are presented, one based solely on the BoT approach and another

which exploits both colour information and BoT features. On short-term videos we show that

our BoT and fusion systems both achieve state-of-the-art performance. When applied to a new

underwater surveillance dataset containing 33 long-term videos, the proposed system reduces

the amount of footage with only minor degradation in the information content.

Part IV: Final Remarks

� Chapter 10: Overall Main Findings. This chapter summarises the main contributions of the

research.

� Chapter 11: Potential Future Work. This chapter enumerates new avenues and improvements

for extension of the work.
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Chapter 2

Literature Review

Disciplining yourself to do what you know is right and

important, although dif�cult, is the highroad to pride,

self-esteem, and personal satisfaction.

Margaret Thatcher

Action analysis has potential applications in smart homes, building surveillance systems, human

action retrieval, biometric gait recognition, and action assessment. In smart houses action recognition

may be used for assisted living such as healthcare, lifestyle analysis, security and surveillance, and

interaction monitoring [45].

In surveillance systems it is crucial to monitor human behaviour to detect unusual or suspicious

events [83, 92]. The detection can be done “after-effect” or in real-time [109]. Video action retrieval

aims to retrieve similar video-content, but instead of searching using textual information (keywords),

visual features are extracted to �nd a subset of videos with similar content [127, 152]. Biometric gait

recognition in conjunction with surveillance cameras aims to identify subjects that may pose a risk.

Gait recognition can be done unobtrusively as both the capture and the recognition are carried out at

a considerable distance from the subjects [170]. Gait and action assessments have been investigated

for fall risk assessment for older adults, for the rehabilitation of humans with neurological disorders,

and assessment of functional mobility [49, 166, 153].

The assessment of quality of actions using only visual information is still under development. A

recent work to predict the expert judges' scores for diving and �gure skating in the Olympic games

is presented in [121]. The concept behind the score prediction is to learn how to assess the quality

of actions in videos. This concept can open the door to reveal other ways where the assessment of

an action can be a valuable tool. For instance, catwalk competitions have been fashionable for a

long time. However, to date, nobody has attempted to apply computer vision techniques to assess the

quality of how someone strides down the catwalk.

The majority of existing frameworks for action analysis encompass three main steps [149]: video

descriptors, video encoders (or dictionary learning) to form a representation for a video based on

the video descriptors , and �nally classi�cation of the video using the representation, e.g. support
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vector machines (SVM). This chapter summarises the state-of-the-art for the two main stages of action

analysis: video descriptors and video encoders in Sections 2.1 and 2.2, respectively.

Video encoders are not the only method to model actions. Another school of thought uses sta-

tistical modelling instead of traditional video encoders to capture the variability of actions. Many

statistical models have a natural geometric structure that lies in the Riemannian geometry. Popular

approaches employed for action analysis using this geometry are compiled in Section 2.3.

Finally, Section 2.4 summarises the overall literature review for the three problems covered in this

thesis which are related to action analysis:(i) single action recognition,(ii) joint action segmentation

and recognition, and(iii) catwalk assessment. In consideration of the fact that catwalk assessment has

not been investigated before, some closely-related areas can provide an idea of how this problem can

be solved.

2.1 Video Descriptors

Several descriptors have been employed to represent human actions. For example, Histograms of

Gradients (HoG) and Histograms of Optical Flow (HoF) were introduced to characterise local motion

and appearance [85]. The histograms are calculated from spatial gradients and optical �ow accumu-

lated in space-time neighbourhoods of detected interest points. Scale Invariant Feature Transform

(SIFT) [96] has been also employed. SIFT transforms an image into a large collection of local feature

vectors, each of which is invariant to image translation, scaling, and rotation, and partially invariant

to illumination changes and af�ne or 3D (3-dimensional) projection. SIFT features are largely in-

variant to changes in scale, illumination, and local af�ne distortions. Another existing descriptor is

the Speeded Up Robust Features (SURF) [15] which is a scale- and rotation-invariant interest point

detector and descriptor SURF is robust to motion blur, partly inspired by SIFT. Motion boundary

histograms (MBH) descriptor was presented in [37] for human detection by computing derivatives

separately for the horizontal and vertical components of the optical �ow. MBH is more robust to

camera motion than optical �ow, and thus more discriminative for action recognition [167].

Fusing descriptors has become also popular for action recognition. For instance, fusion of motion

and shape prototypes has been investigated in [70]. An action is represented as a sequence of proto-

types which can be an ef�cient and �exible approach for action matching in long video sequences.

Combining the bene�ts of gradients and optical �ow is another way of fusing descriptors [139, 54].

Gradients have been used as a relatively simple yet effective video representation [129]. Each pixel

in the gradient image helps extract relevant information, eg. edges of a subject. Gradients can be

computed at every spatio-temporal location (x, y, t) in any direction in a video. Since the task of

action recognition is based on an ordered sequence of frames, optical �ow can be used to provide an

ef�cient way of capturing local dynamics and motion patterns in a scene [53].

Another approach that fuses descriptors with the purpose of capturing the local motion informa-

tion of the video trajectories is presented in [167, 168]. The following descriptors are then extracted

and aligned with the trajectories: point coordinates (shape), histograms of oriented gradients (ap-
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pearance), histograms of optical �ow (motion), and motion boundary histograms (differential optical

�ow). This descriptor is best known as dense trajectories (DT).

Improved dense trajectories (IDT) were later proposed to remove trajectories caused by camera

motion. To this end, feature points between frames using SURF descriptors and dense optical �ow

are matched. These matches are used to estimate a homography and then rectify the image to remove

the camera motion.

In recent times, convolutional neural networks (CNNs or ConvNets) [88] have gained attention for

the action analysis [34, 155, 76, 148]. Inspired by the success in the image-domain, CNNs have been

extended to large-scale video classi�cation in [76]. This proposed extension processes input video

at two streams to improve the runtime performance of CNNs: a low-resolution context stream and a

high-resolution fovea stream that only operates on the middle portion of the frame.

Two-Stream Convolutional Networks technique [148] is a temporal ConvNet on optical �ow

trained in order to capture the information on appearance not only from still frames but also from

motion between frames. The results in [148] are signi�cantly better than training on raw stacked

frames as in [76]. Spatio-temporal features are learnt using deep 3D ConvNet [155]. 3D ConvNets

enclose the information provided by objects, scenes, and actions in videos, showing superior perfor-

mance thn the 2D ConvNet features, similar to the work presented in [76].

Other descriptors are built fusing successful existing descriptors. For example, the trajectory-

pooled deep-convolutional descriptor fuses the bene�ts of DT [167, 168] and two-stream networks [148].

Using convolutional feature maps and improved trajectories, the �nal descriptor is obtained pooling

the local ConvNet responses over the spatio-temporal tubes centred at the trajectories.

The goal of all the aforementioned action representations is to recognise full-body activities such

as walking or jumping. However, not long ago researches have realised the importance of recognising

small differences in activities such as cut and peel in food preparation or dry hair and brushing hair

in common daily activities [34, 77, 122, 134]. Pose-based CNN descriptor (P-CNN) tracks human

body parts for recognising the small differences in actions [34]. The descriptor aggregates motion and

appearance information along the tracks [34]. Moreover, P-CNN descriptors are also combined with

DT by late fusion of the individual classi�cation scores achieving an improvement in the recognition

performance [34].

Recurrent Neural Network (RNN) can also model the temporal evolution of features in video [74].

RNN combined with CNN is explored to model the spatio-temporal evolution of human facial expres-

sions in [74]. However, the majority of the techniques involving CNNs or RNNs deal with video as

�at data sequence, overlooking the hierarchical structure of the video content [90]. To alleviate this

situation, a video is represented by a hierarchical structure in [90]. The video is fragmented from

small to large. The small fragments contain single frames, followed by consecutive frames to capture

motion, then short video clips, and �nally the large fragment contains the entire video. Long Short-

Term Memory (LSTM) networks are applied on the different fragments to exploit long-term temporal

dynamics [14, 106, 108].
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LSTM is also employed in conjunction with CNN [106], where several convolutional temporal

feature pooling architectures are explored. CNNs are then connected to LSTM cells to model the

video as an ordered sequence of frames. RNN architecture with one hidden layer of LSTM cells is

proposed in [14]. To this end, 3D CNNs are used to automatically learn spatio-temporal features.

A RNN is then trained to classify human actions without using any prior knowledge. Experimen-

tal results showed that the introduction of the LSTM classi�cation improves system performance.

Object detection is used jointly with LSTM for �ne grained action detection [108]. To this end, an

interactional object parsing method based on LSTM is used.

Despite the recent popularity of RNNs and techniques derived from it (e.g. LSTM), the obtained

networks are usually seen as black boxes [151]. It is dif�cult to uncover their mechanism of operation.

Moreover, due to the dif�culty to decipher these networks, the ability to design better con�gurations

is limited [75]. In other words, it is uncertain the source of their notable performance and their

shortcomings [75]. Furthermore, neural networks rely on large annotated datasets, with hundreds

of samples for each category [81, 114]. For action analysis, current datasets are still too small and

noisy [46]. Consequently, results obtained should be analysed with prudence as concluded in [46].

For the aforementioned reasons, there is an open dilemma that makes researchers wonder whether

similar RNN mechanisms can be also determined and employed by these networks in real-world

data [75].

2.2 Video Encoders

Under the in�uence of feature encoding methods employed for object recognition [30, 116], video

encoders are also being ef�ciently employed for action analysis [116, 140, 169].

The conventional approach to encode features is the Bag-of-Visual Words (BoVW). In the BoVW

approach, feature descriptors are quantised into visual words using a visual vocabulary. The visual

vocabulary is generated via k-means [174]. A video is then characterised as the frequency histogram

over the visual word [140]. Latter day advances substitute the hard quantisation of feature descriptors

associated with the BoVW with other encodings that hold more information about the original de-

scriptors [30]. Substitution methods for hard assignment encodings include: Soft Assignment (SA),

Localised Soft Assignment (LSA), Sparse Coding (SPC), Fisher Vector (FV), and Vector of Locally

Aggregated Descriptors (VLAD).

SA was �rst introduced in [160] for scene categorisation. Instead of frequency histogram, SA

employs a kernel density estimation (KDE) for estimating a probability density function. KDE uses

a kernel function with a smoothing factor that controls the softness of the assignment [160, 174]. For

each local feature, thek-th coef�cient represents the degree of membership of that local feature being

to thek-th visual word [160]. LSA which was developed in [94] is similar to SA, but only considering

thek nearest visual words into encoding. SPC was originally proposed for image classi�cation [180].

In SPC, selective sparse coding are used instead of traditional vector quantization to extract salient

properties of local visual descriptors.
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High dimensional encoding frameworks such as FV and VLAD are the newest trend for feature

encoding. Both, VLAD and FV are exhibiting signi�cant improvements on challenging datasets for

action recognition [112, 177, 116, 168]. Alike BoVW, the visual vocabulary in VLAD is learnt using

k-means. Each local descriptor is then associated to its nearest visual word, and the differences

between the local descriptors and the visual words are accumulated [68].

FV encodes additional information [36, 168]. Rather than encoding the frequency of the descrip-

tors, as for BoVW, FV encodes the deviations from a probabilistic version of the visual dictionary.

This is done by computing the gradient of the sample log-likelihood with respect the parameters of

the dictionary model. The dictionary model is usually generated via GMMs. The parameters are the

zero, �rst and second order statistics. Since more information is extracted, a smaller visual dictionary

size can be used than for BoF, in order to achieve the same or better performance.

2.3 Statistical Modelling of Video Action Descriptors via Rie-

mannian Manifolds

The dynamic information within the feature descriptors can be statistically modelled by exploring

correlations and variations among feature descriptos [95]. Two widely used statistics are: covariance

matrices, which are naturally Symmetric Positive De�nite (SPD), and linear subspaces (LS). The

SPD matrices and LS of the Euclidean space are known to lie on Riemannian manifolds, where the

underlying distance metric is not the usuall2 norm [161, 67].

SPD matrices have been used to describe gesture and action recognition in [44, 54, 139]. Grass-

mann manifolds, which are special cases of Riemannian manifolds, represent a set ofm-dimensional

linear subspaces and have also been investigated for the action recognition problem [97, 98, 99,

111]. The straightforward way to deal with Riemannian manifolds is via the nearest-neighbour (NN)

scheme. For SPD matrices, NN classi�cation using the log-Euclidean metric for covariance matrices

is employed in [159, 54]. Canonical or principal angles are used as a metric to measure similarity

between two LS and have been employed in conjunction with NN in [159].

Manifolds can be also mapped to a reproducing kernel Hilbert space (RKHS) by using ker-

nels. Kernel analysis on SPD matrices and LS has been used for gesture and action recognition

in [60, 66, 146, 161]. SPD matrices are embedded into RKHS via a pseudo kernel in [60]. With this

pseudo kernel is possible to formulate a locality preserving projections over SPD matrices. Positive

de�nite radial kernels are used to solve the action recognition problem in [66], where an optimisation

algorithm is employed to select the best kernel among the class of positive de�nite radial kernels on

the manifold.

An improved Grassmann discriminant analysis based on Grassmann kernels and a graph-embedding

framework is presented [146]. Recently, the traditional sparse representation (SR) on vectors has been

generalised to sparse representations in SPD matrices and LS [55, 59, 57, 165]. While the objective

of SR is to �nd a representation that ef�ciently approximates elements of a signal class with as few
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atoms as possible, for the Riemannian SR, any given point can be represented as a sparse combination

of dictionary elements [59, 57].

In [57], LS are embedded into the space via isometric mapping, which leads to a closed-form solu-

tion for updating a LS representation, atom by atom. Moreover, [57] presents a kernelised version of

the dictionary learning algorithm to deal with non-linearity in data. The sparse coding and dictionary

learning problem for SPD matrices are outlined in [59]. To this end, SPD matrices are embedded into

the RKHS to perform sparse coding.

2.4 Action Analysis Approaches

2.4.1 Single Action Recognition

Hidden Markov models (HMMs) have been used in conjunction with shape-context features to recog-

nise single actions [101]. The shape-context features are extracted using the image contours and

dividing the region where the person is into uniform tiles. For each tile a feature vector is generated.

The discrete cosine transform is used in order to minimise redundancy and to compress the data.

Continuous HMM with mixed Gaussian output probability is employed with a simple left to right

topology.

Gaussian Mixture Models (GMMs) have also been explored for the single-action detection and

classi�cation. For the approach presented in [92], each action is represented by a combination of

GMMs. Each action is modelled by two sets of feature attributes. The �rst set represents the change

of body size, while the second represents the speed of the action. Features with high correlations for

describing actions are grouped into the same Category Feature Vector (CFV). All CFVs related to the

same category are then modelled using a GMM. A Con�dent-Frame-based Recognising algorithm is

used for recognition, where the video frames which have high con�dence are used as a specialised

model for classifying the rest of the video frames.

A video sequence can be also represented as a BoVW [169]. This approach and its variants are

among the most popular approaches for action recognition [168, 169]. The standard approach con-

sists of four main steps: low-level feature extraction, of�ine codebook generation, feature encoding

and pooling, and normalisation. The of�ine codebook, also known as visual dictionary, is constructed

usingk-means clustering of a large training dataset. Visual words are then de�ned as the centers

of the clusters, with the size of visual dictionary equal to the number of the clusters. To encode

low-level features, each feature vector is assigned to its closest dictionary word using Euclidean dis-

tance. A given video is then represented as a frequency histogram over the visual words. Normalised

histograms can then be used by linear classi�ers.

FV has been used for a wide range of applications in the computer vision community, such as

image retrieval [42], as well as image representation and classi�cation [36, 135]. Recently, FV has

been also successfully applied to the single-action recognition problem [112, 168]. Descriptors based

on MBH and SIFT are used in conjunction with FV in [112]. The dimensionality of each descriptor is
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reduced to64dimensions via Principal Component Analysis (PCA). A similar approach is presented

in [168], where the SIFT descriptors are replaced by histograms of gradients, optical �ow, and trajec-

tories. To combine various descriptor types, FVs derived from each descriptor type are concatenated.

The action recognition problem can be also solved by decomposing actions into sub-actions or

atoms [171, 172]. In the former, motion atoms are obtained using a discriminative clustering method.

These atoms are basic units used to construct motion phrase with a longer scale. To this end, a

bottom-up phrase construction algorithm and a greedy selection method are used. Motion phrase is

composed of multiple atomic motion units. The latter work presents a latent hierarchical model. This

hierarchical model has a tree structure, where each node represents a sub-action. Two latent variables

are then used to represent the starting and ending time points of each sub-action.

2.4.2 Action Segmentation and Recognition

In contrast to single action recognition, relatively less work exists on action segmentation and recog-

nition. The action segmentation and recognition problem, in our context, consists of segmenting and

recognising continuous actions from an image sequence (video), where one person performs a se-

quence of several single actions [142]. See Fig. 6.1 for an example of a video containing a sequence

of several single actions. The process for segmenting and recognising multiple actions in a video can

be solved either as two independent problems or as a joint problem.

As an independent problem, two segmentation techniques based on colour intensity and motion

are employed to partition a video containing continuous actions in indoor scenes [141]. Both tech-

niques ef�ciently segment periodic human movements and count the number of action cycles. The

segmentation is evaluated in a new dataset created to replicate a sport center or a gym. To count

the number of action cycles, two existing indoor datasets are used, which do not contain continu-

ous actions, simply several cycles of the same action. Having the actions segmented, actions can be

recognised using motion and shape features.

One of the �rst methods to jointly segment and recognise actions is called Multi-Task Conditional

Random Field (MT-CRF) and was proposed in [143]. This method consists of classifying motions into

multi-labels, e.g. a person folding their arms while sitting. This approach has been only applied on two

synthetic datasets. Two methods [19, 63] have been applied to realistic multi-action datasets. Hoai et

al. [63] deal with the dual problem of human action segmentation and classi�cation. The recognition

model is trained using labelled data with a multi-class SVM. Once the model for all actions has been

obtained, the video segmentation and recognition is done using dynamic programming, maximising

the SVM score of the winning class while suppressing those of the non-maximum classes. The feature

mapping depends on the dataset employed, and includes trajectories, features extracted from binary

masks, and STIPs.

The method proposed in [63] has several drawbacks. One drawback is the requirement of fully la-

belled annotations for training. Furthermore, it suffers from the limitations of dynamic programming

where writing the code that evaluates sub-problems in the most ef�cient order is often nontrivial [164].

Also, the binary masks are not always available and the STIP descriptors have de�ciencies. STIP
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based descriptors are computationally expensive, unstable, imprecise and can result in unnecessarily

sparse detections [22, 53]. This method also requires an extensive search for optimal parameters.

An approach termed Hidden Markov Model for Multiple, Irregular Observations (HMM-MIO) [19]

has also been proposed for the action recognition and segmentation task. HMM-MIO jointly segments

and classi�es observations which are irregular in time and space, and are characterised by high di-

mensionality. The high dimensionality is reduced by probabilistic PCA. Moreover, HMM-MIO deals

with heavy tails and outliers exhibited by empirical distributions by modelling the observation densi-

ties with the long-tailed Student'st distribution.

HMM-MIO requires the search of the following four optimal parameters:(i) the resulting re-

duced dimension,(ii) the number of components in each observation mixture,(iii) the degree of

the t-distribution, and(iv) the number of cells (or regions) used to deal with space irregularity. As

feature descriptors, HMM-MIO extracts STIPs, with the default162-dimensional descriptor. HMM-

MIO hence suffers from the drawback of a large search of optimal parameters and the use of STIP

descriptors.

An algorithm for temporally segmenting videos into atomic movements using a Bayesian frame-

work is presented in [163]. This Bayesian framework is tested on a dataset of interactive movements.

A dataset of the interactive movements ofreachandstrike is used for this purpose. For the interac-

tive movementreach: the subjects were asked to pick up and place the objects on different surfaces.

For movementreachthe subjects perform actions such as: stepped around, bent, used either of their

hands. For the interactive movementstrike: the subjects were asked to strike and throw objects placed

at different heights. For movementstrike the subjects perform actions such as: punched, slammed

down and slapped (forehand and backhand).

Differences to Related Work on Action Recognition and Segmentation: There are similar

works to the action recognition and segmentation problem that computer vision techniques have also

attempted to solve such as action detection, event detection, and skeletal action segmentation and

recognition. Each of them will be brie�y explained including how those differ from the action recog-

nition and segmentation problem as de�ned in this thesis.

Action detection is different from action recognition and segmentation. Action detection aims to

�nd if an action is performed in a large video [48]. In particular, the work presented in [48] uses the

Coffee and Cigarettesdataset collected from a single movie and is composed of 11 short stories with

various scenes and actors. The goal is to correctly localise or detect the 41 drinking and 70 smoking

examples within the dataset.

Action-oriented event detection is also a distinctive problem from the action segmentation and

recognition problem. An event is formed combining various subjects, actions, scenes, and objects

(e.g. John and Laura are climbing a mountain on a sunny day) [84]. While the goal of action-event

detection is to identify the temporal range of an event in a video and may also include the location [33],

the goal of action segmentation and recognition is to segment and recognise short or long videos of

an actor executing an unidenti�ed action (e.g. climb) into one of several classes [79].
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Motion capture (MoCap) is the process of capturing only the people's movements, not his or her

visual appearance [47, 100]. Various works also deal with the action recognition and segmentation

problem using MoCap [51] or similar hardware to acquire the human skeleton such as RGB-D cam-

eras (Microsoft Kinect) [82, 176]. However, given that the skeleton is used instead of the the visual

information, those approaches are not directly comparable with the action recognition and segmenta-

tion problem as de�ned in this work.

2.4.3 Catwalk Assessment

Catwalk assessment using computer vision techniques has not been investigated yet. However, there

are some related areas that can give some clues on how to solve this problem. For instance, gait

analysis, action assessment for sports, and �ne-grained action analysis are close-related areas.

Gait analysis and action assessment have been investigated for various applications. The ap-

proaches for gait and action assessment are being evaluated in datasets captured using specialised

equipment such as Kinect and multi-view cameras. Kinect and multi-view cameras have been em-

ployed for fall risk assessment, humans with neurological disorders, asymmetric gait, and assessment

of functional mobility [166, 49, 153, 107]. Two web-cams are used to extract gait parameters includ-

ing walking speed, step time, and step length in [166]. The gait parameters are used for a fall risk

assessment tool for home monitoring of older adults.

For rehabilitation and treatment of patients with neurological disorders, automatic gait analysis

with a Microsoft Kinect sensor is used to quantify the gait abnormality of patients with multiple scle-

rosis [49]. Different pose estimations are dynamically modelled using the continuous-state HMM to

describe and assess the quality of four motions used by clinicians to assess functional mobility [153].

The assessment of functional mobility is important for patients with musculoskeletal disorders, where

it is necessary to determine between abnormal and normal movements. The quality of movement is

evaluated in a dataset acquired using Kinect skeleton data. The four motions under considerations

are: walking on a �at surface, gait on stairs, and transitions between sitting and standing.

A gait analysis for asymmetric gait recognition is presented in [107]. The asymmetry between the

left and right body parts is calculated in order to facilitate the gait assessment. The asymmetric gait

system consists of two camcoders located on the right and left side of a treadmill. This system fully

reconstructs the skeleton model and demonstrates good accuracy compared to Kinect sensors.

Although kinect and multi-view cameras provided valuable information, both sources of recording

data are not always available. Lately, the assessment of quality of actions using only visual informa-

tion is gaining attention.

Recently, a work for action assessment was presented in [121]. The action assessment approach

trains a regression model using pose and discrete cosine transform (DCT) features. Due to the lack of

dataset to evaluate the quality of an action, a new dataset was collected from online video depicting

the Olympics games and other worldwide competitions, where the judge's scores were public. Two

sport categories were collected:divingand�gure skating.
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A similar work to [121] uses the estimated pose for each frame to obtain the approximate entropy

features [162]. The goal is to quantify the quality of diving actions. An SVM regressor is then trained

to generate real-valued scores as an indicative of the quality of diving actions. The diving subset

of [121] is also used. The experimental results show that entropy-based feature performs better than

the traditional DCT-based feature employed in [121].

Action assessment has also found applicability to determine the expertise level of surgical skills

of medical students [185]. To this end, a time-series is generated from motion features extracted from

video data. Frequency coef�cients are then computed and the nearest neighbour approach is used to

classify among three levels surgical skills (beginner, intermediate, and expert). Given that there was

not an available dataset for this problem, 18 medical students were recruited to acquire the dataset.

For each student, two instances for the tasks ofsuturingandknot tyingwere collected and an expert

evaluated the skills of each participant.

Catwalk analysis can be also related to �ne-grained action analysis. Fine-grained action analysis

has been recently investigated for action recognition [34, 77, 122, 134], where it is important to

recognise small differences in activities such as cut and peel in food preparation. This is in contrast

to traditional action recognition where the goal is to recognise full-body activities such as walking or

jumping.
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Background Theory

You gain strength, courage and con�dence by every ex-

perience in which you really stop to look fear in the

face. You are able to say to yourself, 'I have lived

through this horror. I can take the next thing that comes

along.' You must do the thing you think you cannot do.

Eleanor Roosevelt

This chapter provides an overview of the relevant theory used for action analysis in the following

chapters. We �rst describe the video descriptors. More speci�cally, a video is represented as a set

of features extracted on a pixel basis. We also describe how we use this set of features to obtain

both Riemannian features:(i) covariance features that lie in the space of Symmetric Positive De�nite

(SPD) matrices, and(ii) Linear Subspaces (LS) that lie in the space of Grassmann manifolds. We

then summarise learning methods based on Gaussian Mixture Models (GMM), the Fisher vector (FV)

representation as well as Riemannian manifolds.

3.1 Video Descriptors

Here, we describe how to extract from a video a set of features in a pixel level. The low-level video

descriptor is the same for all the methods examined in this work.

3.1.1 Low-level Descriptors

A video V = f I tgT
t=1 is an ordered set ofT frames. Each frameI t 2 Rr � c can be represented by a

set of feature vectorsFt = f f pgN t
p=1 . We extract the followingd = 14 dimensional feature vector for

each pixel in a given framet [138]:

f = [ x; y; g; o ]> (3.1)

wherex andy are the pixel coordinates, whileg ando are de�ned as:
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The �rst four gradient-based features in Eq. (3.2) represent the �rst and second order intensity

gradients at pixel location(x; y). The last two gradient features represent gradient magnitude and

gradient orientation. The optical �ow based features in Eq. (3.3) represent: the horizontal and vertical

components of the �ow vector, the �rst order derivatives with respect to time, the divergence and

vorticity of optical �ow [10], respectively.

Typically only a subset of the pixels in a frame correspond to the object of interest (N t < r � c).

As such, we are only interested in pixels with a gradient magnitude greater than a threshold� [54].

We discard feature vectors from locations with a small magnitude, resulting in a variable number of

feature vectors per frame.

For each videoV, the feature vectors are pooled into setF = f f ngN
n=1 containingN vectors. This

pooled set of featuresF can be used directly by methods such as GMM and FV. Describing these

features using a Riemannian Manifold setting requires a further step to produce either a covariance

matrix feature or a linear subspace feature.

3.1.2 Covariance Matrices of Features

A valid covariance matrix is also a Symmetric Positive De�nite (SPD) matrix, and hence can be

interpreted as a point on a Riemannian Manifold [9]. Covariance matrices of features have proved

useful for action recognition [44, 54, 139]. The empirical estimate of the covariance matrix of setF

is given by

C =
1
N

NX

n=1

�
f n � F

� �
f n � F

� >
(3.4)

whereF = 1
N

P N
n=1 f n is the mean feature vector.

3.1.3 Linear Subspaces

The pooled feature vectors setF can be represented as a subspace through any orthogonalisation

procedure like singular value decomposition (SVD) [58]. LetF = UDV > be the SVD ofF . The

�rst m columns ofU represent an optimised subspace of orderm. The Grassmann manifoldGd;m

is the set ofm-dimensional linear subspaces ofRd. An element ofGd;m can be represented by an

orthonormal matrixY of sized � m such thatY > Y = I m , whereI m is them � m identity matrix.
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3.2 Gaussian Mixture Model

A GMM is a weighted sum ofK component Gaussian densities [18], de�ned as:

p(f j� ) =
X K

k=1
wkN (f j; � k ; � k) (3.5)

wheref is a d-dimensional feature vector,wk is the weight of thek-th Gaussian (with constrains

0 � wk � 1 and
P K

k=1 wk = 1), andN (f j; � k ; � k) is the component Gaussian density with mean�

and covariance matrix� , given by:

N (f j; � ; � )=
1

(2� )
d
2 j� j

1
2

exp
�

�
1
2

(f � � )> � � 1(f � � )
�

The complete Gaussian mixture model is parameterised by the mean vectors, covariance matrices

and weights of all component densities. These parameters are collectively represented by the notation:

� = f wk ; � k ; � kg k = 1; � � � ; K (3.6)

There are two variants on the GMM. The covariance matrices� k can be full rank or constrained to

be diagonal [131]. The most popular method to estimate the parameters of the GMM (� ) is maximum

likelihood (ML) estimation. Given the training data, the objective of ML estimation is to �nd the

model parameters that maximise the likelihood of the GMM. For a sequence ofT training vectors

X = f f 1; � � � ; f T g, the GMM likelihood can be written as:

p(X j � ) =
TY

t=1

p(f t j� ): (3.7)

As stated in [131], Eq. (3.7) is a non-linear function of the parameters� and direct maximisation is

not possible. However, a special case of the Expectation-maximisation (EM) algorithm can be used

to iteratively estimate the ML parameters. The EM algorithm starts with an initial mode,� , which

is usually obtained by using the K-means algorithm. A new model� is then estimated, such that

p(X j � ) > p(X j � ). The new model then becomes the initial model for the next iteration and the

process is repeated until some convergence threshold is reached [131].

For action classi�cation, we learnt one GMM per action. This results in a set of GMM models

that we will express asf � agA
a=1 , whereA is the total number of actions. For each testing videoV,

the feature vectors in setF are assumed independent, so the average log-likelihood of a model� a is

computed as:

logp(Fj � a) =
1
N

X N

n=1
logp(f n j� a) (3.8)
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We classify each video to the modela which has the highest average log-likelihood (Bayes' theo-

rem).

3.3 Fisher Vector Representation

The FV approach encodes the deviations from a probabilistic visual dictionary, which is typically a

GMM with diagonal covariance matrices [135]. The parameters of a GMM withK components can

be expressed as� = f wk ; � k ; � kgK
k=1 , where,wk is the weight,� k is the mean vector, and� k is the

diagonal covariance matrix for thek-th Gaussian. The parameters are learnt using the Expectation

Maximisation algorithm [18] on training data.

Given the pooled set of featuresF from videoV, the deviations from the GMM are then accumu-

lated using [135]:

GF
� k

=
1

N
p

wk

NX

n=1


 n (k)
�

f n � � k

� k

�
(3.9)

GF
� k

=
1

N
p

2wk

NX

n=1


 n (k)

"
(f n � � k )2

� 2
k

� 1

#

(3.10)

where vector division indicates element-wise division and
 n (k) is the posterior probability off n for

thek-th component:


 n (k) =
wkN (f n j� k ; � k)

P K
i =1 wi N (f n j� i ; � i )

(3.11)

The Fisher vector for each videoV is represented as the concatenation ofGF
� k

andGF
� k

(for k = 1; : : : ; K )

into vectorGF
� . As GF

� k
andGF

� k
ared-dimensional,GF

� has the dimensionality of2dK . Power nor-

malisation is then applied to each dimension inGF
� . The power normalisation to improve the FV

for classi�cation was proposed in [120] of the formz  sign(z)jzj � , wherez corresponds to each

dimension and the power coef�cient� = 1=2.

Finally, l2-normalisation is applied. Note that the deviations for the weights are usually omitted

as they add little information [135]. The FVs are fed to a linear SVM for classi�cation, where the

similarity between vectors is measured using dot-products [135].

3.4 Classi�cation on Riemannian Manifolds

In this section, we brie�y describe several approaches for classi�cation on Riemannian manifolds

including Nearest-Neighbour, Euclidean-mapping methods using kernels, and kernelised sparse rep-

resentations.
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3.4.1 Nearest-Neighbour Classi�er

The Nearest Neighbour (NN) approach classi�es a query data based on the most similar observation

in the annotated training set [105]. To decide whether two observations are similar we will employ

two metrics: the log-Euclidean distance for SPD matrices [54] and the Projection Metric for LS [56].

The log-Euclidean distance (dspd) is one of the most popular metrics for SPD matrices due to its

accuracy and low computational complexity [13]. Formally, it is de�ned as:

dspd(C1; C2) = jj log(C1) � log(C2)jj2
F (3.12)

wherelog(�) is the matrix-logarithm andjj � jj F denotes the Frobenius norm on matrices.

As for LS, a common metric to measure the similarity between two subspaces is via principal

angles [56]. The metric can include the smallest principal angle, the largest principal angle, or a

combination of all principal angles [56, 161]. In this work we have selected the Projection Metric

which uses all the principal angles [56]:

dls(Y1; Y2) =

 

m �
mX

i =1

cos2 � i

! 1=2

(3.13)

wherem is the size of the subspace. The principal angles can be easily computed from the SVD of

Y >
1 Y2 = U (cos �) V > (3.14)

whereU = [ u 1; � � � ; u m ], V = [ v1; � � � ; vm ], andcos � = diag(cos� 1; � � � ; cos� m ).

3.4.2 Kernel Approach

Manifolds can be mapped to Euclidean spaces using Mercer kernels [182]. Kernel functions transform

the data into a higher dimensional space which affords to perform linear separation. This mapping

transformation allows us to employ algorithms originally formulated forRn with manifold value

data [67, 161]. The kernels are used in combination with Support Vector Machines (SVMs).

Kernels for SPD matrices. Several kernels for the set of SPD matrices have been proposed in

the literature [67, 173, 182]. One kernel based on the log-Euclidean distance is derived in [173] and

various kernels can be generated, among them [161]:

K rbf
spd(C1; C2) = exp

�
� 
 r � jj log(C1) � log(C2)jj2

F

�
(3.15)

K poly
spd (C1; C2) =

�

 p � tr

�
log(C1)> log(C2)

�� d
(3.16)

wherepolyandrbf stands for polynomial and radial basic functions, respectively.
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Kernels for LS. Similar to SPD kernels, many kernels have been proposed for LS [58, 145, 182].

Various kernels can be generated from the projection metric, among them [161]:

K rbf
ls (Y1; Y2) = exp

�
� 
 r � jj Y1Y >

1 � Y2Y >
2 jj2

F

�
(3.17)

K poly
ls (Y1; Y2) =

�

 p � jj Y >

1 Y2jj2
F

� m
(3.18)

The parameters
 r and
 p are the kernel parameters.

3.4.3 Kernelised Sparse Representation

Recently, several works show the ef�cacy of sparse representation methods for addressing manifold

feature classi�cation problems [178, 57]. Here, each manifold point is represented by its sparse

coef�cients.

Let X = f X j gJ
j =1 be a population of Riemannian points (whereX j is either a SPD matrix or

a LS) andD = f D i gK
i =1 be the Riemannian dictionary of sizeK , where each element represents an

atom. Given a kernelk(�; �), induced by the feature mapping function� : Rd ! H, we seek to learn

a dictionary and corresponding sparse codes 2 RK such that� (X ) can be well approximated by the

dictionary� (D).

The kernelised dictionary learning in Riemannian manifolds optimises the following objective

function [178, 57]:

min
s

 

jj � (X ) �
KX

i =1

si � (D i )jj2
F + � jjsjj1

!

(3.19)

over the dictionary and the sparse codesS = f sj gJ
j =1 . After initialising the dictionaryD, the op-

timisation function is solved by repeating two steps (sparse coding and dictionary update). In the

sparse coding step,D is �xed andS is computed. In the dictionary update step,S is �xed while D is

updated, with each dictionary atom updated independently.

For the sparse representation on SPD matrices, each atomD i 2 Rd� d and each elementX 2 Rd� d

are SPD matrices. The dictionary is learnt following [59], where the dictionary is initialised using the

Karcher mean [17]. For the sparse representation on LS, the dictionaryD i 2 Rd� m and each element

X 2 Rd� m are elements ofGd;m and need to be determined by the Kernelised Grassmann Dictionary

Learning algorithm proposed in [57]. We refer to the kernelised sparse representation (KSR) for SPD

matrices and LS as KSRspd and KSRls, respectively.
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Datasets for Action Recognition

One of the lessons that I grew up with was to always

stay true to yourself and never let what somebody else

says distract you from your goals. And so when I hear

about negative and false attacks, I really don't invest

any energy in them, because I know who I am.

Michelle Obama

This chapter overviews the existing datasets used for action recognition and also action recognition

and segmentation in this thesis. The datasets under consideration are: KTH, UCF-Sports, UT-Tower,

and CMU-MMAC.

This chapter describes the scenario were the dataset were recorded, the number of videos, number

of subjects, among other important facts. This chapter also provides examples of the actions collected

per each dataset.

4.1 KTH

The KTH dataset [140] contains 25 subjects performing 6 types of human actions and 4 scenarios.

The actions included in this dataset are: boxing, handclapping, handwaving, jogging, running, and

walking. The scenarios include indoor, outdoor, scale variations, and varying clothes. See Fig. 4.1 for

examples of actions and scenarios, where each row is a different scenario. Each original video of the

KTH dataset contains an individual performing the same action.

Each action is performed four times and each subdivision or action-instance (in terms of start-

frame and end-frame) is provided as part of the dataset. This dataset contains 2391 action-instances,

with a length between 1 and 14 seconds [14]. The average length is four seconds. The sequences

were downsampled to the spatial resolution of 160� 120 pixels, and temporal resolution is 25 frames

per second.
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boxing
hand

clapping
hand

waving jogging running walking

Figure 4.1: The KTH dataset contains 6 actions performed by 25 subjects. Each row is a different

scenario.

4.2 UCF-Sports

The UCF-Sports dataset [133] is a collections of 150 sport videos or sequences in unconstrained

environments with the resolution of 720� 480. This dataset consists of a set of actions collected from

various sports which are typically featured on broadcast television channels such as the BBC and

ESPN.

This datasets consists of the following 10 actions: diving, golf swinging, kicking a ball, lifting

weights, riding horse, running, skate boarding, pommel horse, high bar, and walking. See Fig. 4.2

for examples of actions in this dataset. The number of videos per action varies from 6 to 22. The

videos presented in this dataset have varying backgrounds, a wide range of scenes, and viewpoints.

The bounding box enclosing the person of interest is provided with the dataset for the majority of the

videos.

4.3 UT-Tower

The UT-Tower dataset [31] contains 9 actions performed 12 times. See Fig. 4.3 for examples of ac-

tions in this dataset. In total, there are 108 low-resolution videos. Low-resolution video is the usual

scenario when recorded from a distant view, and is the common setting for military and surveillance

applications [31]. The average height of human �gures in this dataset is about 20 pixels. Additionally,

shadows and blurry videos make this dataset more complex. The actions include: pointing, standing,
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diving golf swinging kicking a ball

running skate boarding pommel horse

riding horse walking lifting weights

high bar

Figure 4.2: The UCF dataset contains 10 actions collected in unconstrained environments.

digging, walking, carrying, running, wave1, wave2, and jumping. The videos were recorded in two

scenarios: concrete square and lawn. In the concrete square scenario the actions recorded are: point-

ing, standing, digging, and walking. In the lawn scenario the actions recorded are: carrying, running,

wave with one hand, wave both hands, and jumping. In both cases, the camera is stationary with jitter

and the temporal resolution is 10 frames per second. This dataset also provides the bounding boxes.
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pointing standing digging walking

carrying running
wave

one hand
wave

both hands jumping

Figure 4.3: The UT-Tower dataset contains 9 actions. All videos have low resolution.

4.4 CMU-MMAC

The CMU Multi-Modal Activity Database (CMU-MMAC) database contains multi-modal measures

(audio, video, accelerations, motion capture) of the human activity of subjects performing the tasks

involved in cooking and food preparation. The CMU-MMAC database was collected in Carnegie

Mellon's Motion Capture Lab. A kitchen was built and twenty-�ve subjects have been recorded

cooking based on �ve recipes: brownies, pizza, sandwich, salad, and scrambled eggs [40].

For example, the activity making brownies from a dry mix box has video clips of twelve individuals

preparing brownies in a spontaneous way, without receiving instructions on how to perform each task.

Each video depicts a person performing a sequence of actions, with each action belonging to one of

14 classes such as pouring, spraying, and stirring. See Fig. 4.4 for examples of actions for the activity

making brownies.

This dataset is constrained to a single context and is recorded in a laboratory under well controlled

conditions using �ve external cameras and one wearable camera. Fig 4.5b shows the views from

external and wearable cameras. 3D skeletal computed from external cameras is depicted in Fig 4.5a.
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none take walk

open close crack

stir put pour

twist off twist on read

spray switch on

Figure 4.4: The CMU-MMAC dataset records 5 cooking recipes. Examples of the 14 actions included

in the recipe for brownies.
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(a) 3D Human Skeletal.

(b) Views from external and wearable cameras.

Figure 4.5: CMU-MMAC dataset.
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Chapter 5

Comparative Evaluation of Action

Recognition Techniques

We ourselves feel that what we are doing is just a drop

in the ocean. But the ocean would be less because of

that missing drop.

Mother Teresa

This chapter1 presents a comparative evaluation of various techniques for action recognition while

keeping as many variables as possible controlled. Riemannian manifolds have been recently ex-

plored for the problem of action recognition. Two categories of Riemannian manifolds are employed:

symmetric positive matrices and linear subspaces. For both categories their corresponding nearest

neighbour classi�ers, kernels, and recent kernelised sparse representations are used. This chapter

also compares against traditional action recognition techniques based on Gaussian mixture models

(GMMs) and Fisher vectors (FVs). These action recognition techniques are evaluated under ideal

conditions, as well as their sensitivity in more challenging conditions (variations in scale and trans-

lation). Despite recent advancements for handling manifolds, manifold based techniques obtain the

lowest performance and their kernel representations are more unstable in the presence of challenging

conditions. The FV approach obtains the highest accuracy under ideal conditions. Moreover, FV best

deals with moderate scale and translation changes.

5.1 Introduction

Recently, there has been an increasing interest on action recognition using Riemannian manifolds.

Such recognition systems can be roughly placed into two main categories:(i) based on linear sub-

spaces (LS), and(ii) based on symmetric positive de�nite (SPD) matrices. The space ofm-dimensional

1The work presented in this chapter has been published in [27].
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LS in Rn can be viewed as a special case of Riemannian manifolds, known as Grassmann mani-

folds [158].

Other techniques have been also applied for the action recognition problem such as GMMs, bag of

visual words (BoVW), and FVs. In [26, 92] each action is represented by a combination of GMMs and

then the decision making is based on the principle of selecting the most probable action according to

Bayes' theorem [154]. The FV representation can be thought as an evolution of the BoVW represen-

tation, encoding additional information [36]. Rather than encoding the frequency of the descriptors

for a given video, FV encodes the deviations from a probabilistic version of the visual dictionary

(which is typically a GMM) [168].

Several review papers have compared various techniques for human action recognition. The ma-

jority of those reviews have focused on the taxonomy classi�cation of existing techniques [6, 78, 124,

175]. An alternative approach to review the action recognition problem has been embraced in [61]. In-

stead of reviewing the taxonomy of the benchmarks based on to their architecture and functions, [61]

provides a review of what computer vision systems can and cannot do, by considering the datasets

used to test them.

The aforementioned reviews describe existing techniques for human action recognition, show how

this research area has progressed throughout the years, and the current advantages and limitations

of the state-of-the-art are discussed. They also provide some directions of research or how these

limitations can be addressed. However, none of them focus on how well various action recognition

systems work across same datasetsandsame extracted features.

An earlier comparison of classi�ers for human activity recognition is studied [119]. The perfor-

mance comparison with seven classi�ers in one single dataset is reported. Although this work presents

a broad range of classi�ers, it fails to provide a more extensive comparison by using more datasets

and hence its conclusions may not generalise to other datasets.

So far there has been no systematic comparison of performance between methods based on SPD

matrices and LS. Furthermore, there has been no comparison of manifold based methods against

traditional action recognition methods based on GMMs and FVs in the presence of realistic and

challenging conditions. Lastly, existing review papers fail to compare various classi�ers using the

same features across several datasets.

To address the aforementioned problems, this chapter provides a more detailed analysis of the

performance of the aforementioned methods under the same set of features. To this end, three popular

datasets are used: KTH [140], UCF-Sports [133] and UT-Tower [31]. Nearest-neighbour classi�ers,

kernels as well as recent kernelised sparse representations are used for the Riemannian representa-

tions. Finally, it is also quantitatively shown when these methods break and how the performance

degrades when the datasets have challenging conditions (translations and scale variations).

All the background theory needed for this chapter is described in Chapter 3. For a fair comparison

across all approaches, the same set of features are used, as explained in Section 3.1. More speci�cally,

a video is represented as a set of features extracted on a pixel basis. Section 3.1 also describes how

to use this set of features to obtain both Riemannian features: (1) covariance features that lie in the
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space of SPD matrices, and (2) LS that lie in the space of Grassmann manifolds. Classi�cation using

GMM, FV, and Riemannian manifolds are explained in Sections 3.2, 3.3, and 3.4, respectively.

This chapter continues as follows. The datasets and experiment setup are described in Section 5.2.

In Section 5.3, we present the experimental results with three datasets under ideal and challenging

conditions. The main �ndings and future work are summarised in Section 5.4.

5.2 Datasets and Setup

For the experiments three datasets are used: KTH [140], UCF-Sports [133], and UT-Tower [31]. A

detail description of all datasets is given in Chapter 4. For the experiments with the KTH dataset only

scenario 1 is used.

The Leave-One-Out (LOO) protocol suggested by each datasets is employed. The LOO protocol

takes out one sample video for testing and uses all of the remaining videos for training. This is

executed for every testing video in a cycling basis, and the overall accuracy is attained by simply

averaging the accuracy of all iterations [149]. For UT-Tower and UCF-Sports, one sample video is

left out for testing on a rotating basis. For KTH one person is left out. For each video, a set of

d = 14 dimensional features vectors are extracted (see Section 3.1). We only use feature vectors with

a gradient magnitude greater that a threshold� . The threshold� used for selecting low-level feature

vectors was set to 40 based on preliminary experiments.

For each video, we obtain one SPD matrix and one LS. In order to obtain the optimised linear

subspaceGd;m in the the manifold representation, we varym = 1; � � � d. The approaches used for clas-

si�cation using Riemannian Manifolds are explained in Section 3.4. We test with manifolds kernels

using various parameters. The set of parameters was used as proposed in [161]. Polynomial kernels

K poly
spd andK poly

ls are generated by taking
 p = 1=dp anddp = f 1; 2; � � � ; dg. Projection RBF kernels

are generated with
 r = 1
d2� where� = f� 10; � 9; � � � ; 9g for K rbf

spd, and� = f� 14; � 12; � � � ; 20g for

K rbf
ls . For the sparse representation of SPD matrices and LS we have used the code provided by [59]

and [57], respectively. Kernels are used in combination with SVM for �nal classi�cation. We report

the best accuracy performance after iterating with various parameters.

For the FV representation, we use the same set-up as in [168]. We randomly sampled 256,000

features from training videos and then the visual dictionary is learnt with 256 Gaussians. Each video

is represented by a FV. The FVs are fed to a linear SVM for classi�cation. For the GMM modelling,

we learn a model for each action using all the feature vectors belonging to the same action. For each

action a GMM is trained withK =256 components.

5.3 Comparative Evaluation

We perform two sets of experiments:(1) in ideal conditions, where the classi�cation is carried out

using the original dataset (Section 5.3.1), and(2) in realistic and challenging conditions where testing

videos are modi�ed by scale changes and translations (Section 5.3.2).
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5.3.1 Ideal Conditions

We start our experiments using the NN classi�er for both Riemannian representations: SPD matrices

and LS. For LS we employ the projection metric as per Eq. (3.13) and for SPD matrices we employ

the log-Euclidean distance as per Eq. (3.12). We tune the parameterm (subspace order) for each

dataset. The kernels selected for SPD matrices and LS are described in Eqs. (3.15)-(3.18) and their

parameters are selected as explained in Section 5.2.

We present a summary of the best performance obtained for the manifold representations using the

optimal subspace for LS and also the optimal kernel parameters for both representations. Similarly,

we report the best accuracy performance for the kernelised sparse representations KSRspd and KSRls.

Moreover, we include the performance for the GMM and FV representations.

The results are presented in Table 5.1. First of all, we observe that using a SVM for action recogni-

tion usually leads to a better accuracy than NN. In particular, we notice that the NN approach performs

quite poorly. The NN classi�er may not be effective enough to capture the complexity of the human

actions when there is insuf�cient representation of the actions (one video is represented by one SPD

matrix or one LS). Secondly, we observe that among the manifold techniques, SPD based approaches

perform better than LS based approaches. While LS capture only the dominant eigenvectors [144],

SPD matrices capture both the eigenvectors and eigenvalues [156]. The eigenvalues of a covariance

matrix typify the variance captured in the direction of each eigenvector [156].

Despite KSRspdhas shown superior performance in other computer vision tasks such as face recog-

nition, texture classi�cation, and person re-identi�cation [59]; it is not the case for the action recogni-

Table 5.1: Accuracy of action recognition in ideal conditions.

KTH UCF-Sports UT-Tower average

dspd + NN 76:0% 76:5% 73:1% 75:2%

dls + NN 67:3% 65:7% 76:8% 69:9%

K poly
spd + SVM 92:0% 75:2% 87:9% 85:0%

K rbf
spd + SVM 84:0% 79:2% 81:5% 81:6%

K poly
ls + SVM 56:0% 50:3% 42:6% 49:6%

K rbf
ls + SVM 76:0% 61:7% 79:6% 72:4%

KSRspd + SVM 80:0% 76:5% 81:5% 79:3%

KSRls + SVM 74:0% 72:5% 83:3% 77:3%

GMM 86:7% 80:5% 87:9% 85:0%

FV + SVM 96:7% 88:6% 92:5% 92:6%
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tion problem. We conjecture this is due to the lack of labelled training data (each video is represented

by only one SPD matrix), which may yield a dictionary with bad generalisation power. Moreover,

sparse representations can be over-pruned, being caused by discarding several representative points

that may be potentially useful for prediction [62].

Although kernel approaches map the data into higher spaces to allow linear separability,K poly
spd ex-

hibits on average a similar accuracy to GMM which does not transform the data. GMM is a weighted

sum of Gaussian probability densities, which in addition to the covariance matrices, it uses the means

and weights to determine the average log-likelihood of a set of feature vectors from a video to belong

to a speci�c action.

While SPD kernels only use covariance matrices, GMMs use both covariance matrices and means.

The combination of both statistics has proved to increase the accuracy performance in other classi-

�cation tasks [7, 135]. FV outperforms all the classi�cation methods with an average accuracy of

92:6%, which is7:6 points higher than both GMM andK poly
spd .

Similarly to GMM, FV also incorporates �rst and second order statistics (means and covariances),

but it has additional processing in the form of power normalisation. It is shown in [120] that when

the number of Gaussians increases, the FV turns into a sparser representation and the it negatively

affects the linear SVM which measures the similarity using dot-products. The power normalisation

unsparsi�es the FV making it more suitable for linear SVMs. The additional information provided

by the means and the power normalisation explains the superior accuracy performance of FV over all

the classi�er analysed.

5.3.2 Challenging Conditions

For this set of experiments, the training is carried out using the original datasets. For the analysis

of translations, we have translated (shifted) each testing video vertically and horizontally. For the

evaluation under scale variations, each testing video is shrunk or magni�ed. For both cases, we

replace the missing pixels simply by copying the nearest rows or columns. See Fig. 5.1 for examples

of videos under challenging conditions.

In this section, we evaluate the performance on all datasets under consideration when the testing

videos have translations and scale variations. We have selected the following approaches for this

evaluation: dspd, K poly
spd , K rbf

ls , and FV. We discarddls, as its performance is too low and presents

similar behaviour todspd. We do not include experiments on KSRspd and KSRls, as we found that they

show similar trends asK poly
spd andK rbf

ls , respectively. Alike, GMM exhibits similar behaviour as FV.

The results for scale variations and translations are shown in Figs. 5.2 and Figs. 5.3, respectively.

These results reveal that all the analysed approaches are susceptible to translation and scale variations.

Both kernel based methods,K poly
spd andK rbf

ls , exhibit sharp performance degradation even when the

scale is only magni�ed or compressed by a factor of0:05%. Similarly, for both kernels the accuracy

rapidly decreases with a small translation. The NN classi�cation using the log-Euclidean distance

(dspd) is less sensitive to both variations. It can be explained by the fact that log-Euclidean metrics are

by de�nition invariant by any translation and scaling in the domain of logarithms [13]. FV presents
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the best behaviour under moderate variations in both scale and translation. We attribute this to the

loss of explicit spatial relations between object parts.

5.4 Conclusions

In this chapter, we have presented an extensive empirical comparison among existing techniques for

the human action recognition problem. We have carried out our experiments using three popular

datasets: KTH, UCF-Sports and UT-Tower. We have analysed Riemannian representations including
or
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Figure 5.1: Examples of challenging conditions.
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nearest-neighbour classi�cation, kernel methods, and kernelised sparse representations. For Rieman-

nian representation we used covariance matrices of features, which are symmetric positive de�nite

(SPD), as well as linear subspaces (LS). Moreover, we compared all the aforementioned Riemannian

representations with GMM and FV based representations, using the same extracted features. We also

evaluated the robustness of the most representative approaches to translation and scale variations.

For manifold representations, all SPD matrices approaches surpass their LS counterpart, as a result

of the use of not only the dominant eigenvectors but also the eigenvalues. The FV representation

outperforms all the techniques under ideal and challenging conditions. Under ideal conditions, FV

achieves an overall accuracy of92:6%, which is7:6 points higher than both GMM and the polynomial

kernel using SPD matrices (K poly
spd ). FV encodes more information than Riemmannian based methods,

as it characterises the deviation from a probabilistic visual dictionary (a GMM) using means and

covariance matrices. Moreover, FV is less sensitive under moderate variations in both scale and

translation.
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Figure 5.2: Scale variation results for all datasets. Scale variation above one means magni�cation,

while below one means shrinking.
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Figure 5.3: Translation results for all datasets. Each testing video is translated vertically and horizon-

tally at the same time. A positive percentage indicates the video has been translated to the right and

bottom while than a negative percentage indicates the video has been translated to the left and up.
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Chapter 6

Joint Recognition and Segmentation of

Actions

We can each de�ne ambition and progress for ourselves.

The goal is to work toward a world where expectations

are not set by the stereotypes that hold us back, but by

our personal passion, talents and interests.

Sheryl Sandberg

This chapter1 presents two hierarchical approaches that perform joint classi�cation and segmenta-

tion. For the �rst approach, a given video (containing several consecutive actions) is processed via a

sequence of overlapping temporal windows. Each frame in a temporal window is represented through

selective low-level spatio-temporal features which ef�ciently capture relevant local dynamics. Fea-

tures from each window are represented as a Fisher vector, which captures �rst and second order

statistics. Instead of directly classifying each Fisher vector, it is converted into a vector of class prob-

abilities. The second proposed approach is based on Gaussian Mixture Models (GMMs). This GMM

approach also processes a given video via a sequence of overlapping temporal windows. The vector

of class probabilities for the GMM approach is obtained using the average log-likelihood over each

temporal window. For both proposed approaches, the �nal classi�cation decision for each frame is

then obtained by integrating the class probabilities at the frame level, which exploits the overlapping

of the temporal windows. Experiments were performed on two datasets: s-KTH (a stitched version of

the KTH dataset to simulate consecutive single actions), and the challenging CMU-MMAC dataset.

On s-KTH, the proposed approaches achieve an accuracy of 85.0% and 78.3% for the FV approach

and the GMM approach, respectively. Both proposed methods signi�cantly outperform one recent

approach based on HMMs which obtained 71.2%. On CMU-MMAC, the proposed approach based

on FV achieves an accuracy of 40.9%, outperforming the HMM approach which obtained 38.4%.

1The work presented in this chapter was �rst published in [26] and the extension was published in [24].
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Figure 6.1: Example of a video with a sequence of several actions. The task is to correctly segment

and recognise the actions presented in the sequence.

6.1 Introduction

In most computer vision literature, action recognition approaches have concentrated on single actions,

where each video to be classi�ed contains only one action. However, when observing realistic human

behaviour in natural settings, the fundamental problem is segmenting and recognising actions from

a sequence containing several single actions [21]. See Fig. 6.1 for an example of a video containing

a sequence of several actions. It is challenging due to the high variability of appearances, shapes,

possible occlusions, large variability in the temporal scale and periodicity of human actions, the com-

plexity of articulated motion, the exponential nature of all possible movement combinations, as well

as the prevalence of irrelevant background [63, 142].

Hoai et al. [63] address joint segmentation and classi�cation by classifying temporal regions using

a multi-class Support Vector Machine (SVM) and performing segmentation using dynamic program-

ming. A similar approach is presented in [33], where the temporal relationship between actions is

considered. Borzeshi et al. [19] proposed the use of hidden Markov models (HMMs) with multiple

irregular observations (termed HMM-MIO) to perform action recognition and segmentation. A draw-

back of [19, 63, 33] is that they have a large number of parameters to optimise. Furthermore, [19]

requires an extra stage to reduce dimensionality due to use of very high dimensional feature vectors,

while [63, 33] require fully labelled annotations for training.
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Typically, the aforementioned approaches used for the action segmentation and recognition task

can be classi�ed as either generative or discriminative models. The approaches presented in [19, 26]

are generative models, while those presented in [33, 63] are discriminative models. Generative and

discriminative models have complementary strengths. Generative models can easily deal with vari-

able length sequences and missing data, while also being easier to design and implement [65, 87].

In contrast, discriminative models often achieve superior classi�cation and generalisation perfor-

mance [65, 87]. An ideal recognition system would hence combine these two separate but com-

plementary approaches.

The Fisher vector (FV) approach [65, 36, 135] allows for the fusion of both generative and dis-

criminative models. In contrast to the popular BoVW approach [169] which describes images by

histograms of visual words, the FV approach describes images by deviations from a probabilistic vi-

sual vocabulary model. The resulting vectors can then be used by an SVM for �nal classi�cation.

Recently, FV has been successfully applied to the single-action recognition problem [112, 168].

A reliable low-level feature descriptor is a crucial stage for the success of an action recognition

system. One popular descriptor for action recognition is Spatio-Temporal Interest Points (STIPs) [86].

However, STIP based descriptors have several drawbacks [22, 53]: they are computationally expen-

sive, unstable, imprecise and can result in unnecessarily sparse detections. See Fig. 6.2 for a demon-

stration of STIP based detection. Other feature extraction techniques used for action recognition

include gradients and optical �ow [10, 53]. Each pixel in the gradient image helps extract relevant

information, eg. edges (see Fig. 6.2). Since the task of action recognition is based on a sequence of

frames, optical �ow provides an ef�cient way of capturing the local dynamics [53].

Figure 6.2: Top row: feature extraction based on Spatio-Temporal Interest Points (STIPs) is often

unstable, imprecise and overly sparse. Bottom row: interest pixels (marked in red) obtained using

magnitude of gradient.
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Dense trajectories (DTs) have become popular in recent years. DT captures the local motion in-

formation of the video trajectories [167]. DT extracts the following descriptors: point coordinates

(shape), histograms of oriented gradients (appearance), histograms of optical �ow (motion), and mo-

tion boundary histograms (differential optical �ow). The extracted descriptors are then aligned with

the trajectories. Improved dense trajectories (IDT) were later proposed to remove trajectories caused

by camera motion [168]. However, it has been reported that dense sampling is unable to distinguish

between objects of interest and background [104]. For this reason, IDT agglomerates lots of unnec-

essary information, that can affect the learning process. This can directly affect large datasets in term

of video duration, resolution and also number of classes. Moreover, for the aforementioned reason,

IDT is expensive in terms of computation and computer data storage [179].

To the best of our knowledge, the combination of probabilistic integration with Fisher vectors

or GMM is novel for the action segmentation and recognition problem. In contrast to [19, 63, 33],

the proposed system requires fewer parameters to be optimised. We also avoid the need for a cus-

tom dynamic programming de�nition as in [63, 33]. Unlike our proposed GMM based approach the

proposed method based on FV requires only one GMM for all actions,making it considerably more

ef�cient. Moreover, proposed system based on FV combines the bene�ts of generative and discrimi-

native models.

The chapter is continued as follows. We describe the proposed methods in Sections 6.2 and

6.3. Experiments and evaluation against a previous action segmentation and recognition methods is

presented in Sections 6.5 and 6.6. Datasets are described in Section 6.4. The main �ndings and

potential areas for future work are given in Section 6.7.

6.2 Proposed Method using Probabilistic Integration with Fisher

Vectors

The proposed system using probabilistic integration with Fisher Vectors (PI-FV) have a hierarchical

nature, stemming from progressive reduction and transformation of information, starting at the pixel

level. The system is comprised of four main components:

(i) Division of a given video into overlapping multi-frame temporal windows, followed by extract-

ing interesting low-level spatio-temporal features from each frame in each window.

(ii) Pooling of the interesting features from each temporal window to generate a sequence of Fisher

vectors.

(iii) Conversion of each Fisher vector into a vector of class probabilities with the aid of a multi-class

SVM.

(iv) Integration of the class probabilities at the frame level, leading to the �nal classi�cation decision

(action label) for each frame.
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Each of the components is explained in more detail in the following subsections. The diagram of

blocks of the proposed approached based on FV is shown in Fig 6.3.

6.2.1 Overlapping and Selective Feature Extraction

A video V = ( I t )
T
t=1 is an ordered set ofT frames. We divideV into a set of overlapping temporal

windows(Ws)
S
s=1 , with each window having a length ofL frames. To achieve overlapping, the start

of each window is one frame after the start of the preceding window. Each temporal window is hence

de�ned as a set of frame identi�ers:

Ws = ( tstart ; : : : ; tstart � 1+ L ) (6.1)

Each frameI t 2 Rr � c can be represented by a set of feature vectorsFt = f f pgN t
p=1 (with N t < r �c)

corresponding to interesting pixels. We �rst extract thed = 14 dimensional feature vectorf for each

pixel in a given framet as explained in Section 3.1.1.

Typically only a subset of the pixels in a frame correspond to the object of interest. As such, we are

only interested in pixels with a gradient magnitude greater than a threshold� [54]. We discard feature

vectors from locations with a small magnitude. In other words, only feature vectors corresponding to

interesting pixels are kept. This typically results in a variable number of feature vectors per frame.

See the bottom part in Fig. 6.2 for an example of the retained pixels.

6.2.2 Representing Windows as Fisher Vectors

Given a set of feature vectors, the Fisher Vector approach encodes the deviations from a probabilistic

visual dictionary, which is typically a diagonal GMM. The parameters of a GMM withK components

can be expressed as

� = f wk ; � k ; � kgK
k=1 ; (6.2)

where,wk is the weight,� k is the mean vector, and� k is the diagonal covariance matrix for the

k-th Gaussian.

The parameters are learnt using the Expectation Maximisation algorithm [18] on training data.

For each temporal windowWs, the feature vectors are pooled into setX s containingN =
P

t2W s
N t

vectors. The deviations from the GMM are then accumulated usingGX
� k

and GX
� k

as explained in

Section 3.3. The Fisher vector for windowWs is represented as the concatenation ofGX
� k

andGX
� k

(for

k = 1; : : : ; K ) into vector� s. As GX
� k

andGX
� k

ared-dimensional,� s has the dimensionality of2dK .

Note that we have omitted the deviations for the weights as they add little information [135].
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Figure 6.3: Proposed Method for Action Recognition and Segmentation usingPI-FV.
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6.2.3 Generation of Probability Vectors

For each Fisher vector we generate a vector of probabilities, with one probability per action class.

First, a multi-class SVM [35] is used to predict class labels, outputting a set of raw scores. The scores

are then transformed into a probability distribution over classes by applying Platt scaling [123]. The

�nal probability vector derived from Fisher vector� s is expressed as:

qs = [ P(l = 1 j� s); � � � ; P(l = Aj� s) ] (6.3)

wherel indicates an action class label andA is the number of action classes. The parameters for the

multi-class SVM are learnt using Fisher vectors obtained from pre-segmented actions in training data.

6.2.4 Integrating Probability Vectors to Label Frames

As the temporal windows are overlapping, each frame is present in several temporal windows. We

exploit the overlapping to integrate the class probabilities at the frame level. The total contribution of

the probability vectors to each framet is calculated by:

Q t =
X S

s=1
1Ws (t) � qs (6.4)

where1Ws (t) is an indicator function, resulting in 1 ift 2 W s, and 0 otherwise. The estimated action

label for framet is then calculated as:bl t = arg max
l=1 ;:::;A

Q [l ]
t , whereQ [l ]

t indicates thel-th element ofQ t .

6.3 Proposed Method using Probabilistic Integration with GMM

The proposed system using using probabilistic integration with GMM (PI-GMM ) shares some simi-

larities to the proposed method using FV. The diagram of blocks for the proposed PI-GMM approach

is shown in Fig 6.4.

For PI-GMM, we learnt one model per action (See Section 3.2 for a detailed explanation of

GMM). This results in a set of GMM models that we will express asf � agA
a=1 , whereA is the to-

tal number of actions. We also divideV into a set of overlapping temporal windows(Ws)
S
s=1 , with

each window having a length ofL frames. Features are extracted in the same fashion as in the pro-

posed method using FV. For each temporal windowWs, the feature vectors are pooled into setX s

containingN =
P

t2W s
N t vectors. The feature vectorsX are assumed independent, so the average

log-likelihood of a model� a is computed as:

logp(X sj� a) =
X N

i =1
logp(f i j� a); (6.5)

wherelogp(X sj� a) is calculated as in Eq. (3.5). Generally, the average log-likelihood is used by

dividing logp(X sj� a) by N , in order to normalise for varying lengths [132].
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Figure 6.4: Proposed Method for Action Recognition and Segmentation usingPI-GMM .

In each temporal windowWs, we compute the average log-likelihood for each model� a by using

Eq. (6.5). The �nal probability vector derived from GMMps is obtained:

ps = [ log p(X sj� 1); � � � ; logp(X sj� A ) ] (6.6)

This vectorps is the GMM equivalent to the �nal probability vector derived from Fisher vector

qs (Eq. 6.3). Similarly, the total contribution of the probability vectors to each framet is calculated

by:
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Figure 6.5: Example of a multi-action sequence in the stitched version of the KTH dataset (s-KTH):

boxing, jogging, hand clapping, running, hand waving and walking.

P t =
X S

s=1
1Ws (t) � ps (6.7)

The estimated action label for framet is then calculated as:

bl t = arg max
l=1 ;:::;A

P [l ]
t (6.8)

whereP [l ]
t indicates thel-th element ofP t .

6.4 Datasets

We evaluated our proposed methods for joint action segmentation and recognition on two datasets:

(i) a stitched version of the KTH dataset [140], and(ii) the challenging Carnegie Mellon University

Multi-Modal Activity Dataset (CMU-MMAC) [40]. The results are reported in terms of frame-level

accuracy as the ratio between the number of matched frames over the total number of frames.

The s-KTH (stitched KTH) dataset is obtained by simply concatenating existing single-action

instances into sequences [19]. The KTH dataset contains 25 subjects performing 6 types of human

actions and 4 scenarios (See Section 4 for more details). Each original video of the KTH dataset [140]

contains an individual performing the same action. This action is performed four times and each sub-

division or action-instance (in terms of start-frame and end-frame) is provided as part of the dataset.

The action-instances (each video contains four instances of the action) were picked randomly, al-

ternating between the two groups off boxing, hand-waving, hand-clappingg andf walking, jogging,

runningg to accentuate action boundaries. See Fig. 6.5 for an example. The dataset was divided into

two sets as in [19]: one for training and one for testing. In total, 64 and 36 multi-action videos were

used for training and testing, respectively. We used 3-fold cross-validation, in contrast to [19] where

one one validation is carried out.

TheCMU-MMAC dataset is considerably more challenging as it contains realistic multi-action

videos [40]. A kitchen was built to record subjects preparing and cooking food according to �ve

recipes. See Section 4.4 for additional details. This dataset has occlusions, a cluttered background,

and many distractors such as objects being deliberately moved. For our experiments we have used

the same subset and camera view as per [19], which contains 12 subjects making brownies. The

subjects were asked to make brownies in a natural way (no instructions were given). Each subject

making the brownie is partially seen, as shown in Fig. 6.6. The videos have a high resolution and are
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Figure 6.6: Example of a challenging multi-action sequence in the CMU-MMAC kitchen dataset:

crack, read, stir, and switch-on.

longer than in s-KTH. The image size is 1024� 768 pixels, and temporal resolution is 30 frames per

second. The average duration of a video is approximately 15,000 frames and the average length of an

action instance is approximately 230 frames (7.7s), with a minimum length of 3 frames (0.1s) and a

maximum length of 3,269 frames (108s) [19]. The dataset was annotated using 14 labels, including

the actionsclose, crack, open, pour, put, read, spray, stir, switch-on, take, twist-off, twist-on, walk,

and the remaining actions (eg. frames in between two distinct actions) were grouped under the label

none[150]. We used 12-fold cross-validation, using one subject for testing on a rotating basis.

6.5 Experiments with PI-GMM

All videos from both datasets were converted into gray-scale. Additionally, the videos from the

CMU-MMAC dataset were re-scaled to 128� 96 to reduce computational requirements. Based on

preliminary experiments on both datasets, we used� = 40, where� is the threshold used for selection

of interesting low-level feature vectors. Although the interesting feature vectors are calculated in all

frames, we only use the feature vectors extracted from every second frame in order to speed up

processing.

For the proposed PI-GMM, we have tuned the parameters using only the s-KTH dataset. As we

will show in Section 6.6.2, PI-GMM is computationally more expensive than PI-FV. For this reason,

an initial set of experiments has been performed to �nd the optimal number of componentsK . Using

a �xed number of componentsK = f 16; 64; 256; 1024g. We have evaluate the performance on one

fold of the s-KTH dataset. For our experiments with PI-GMM, we used diagonal covariance matrices.

GMM parameters were estimated using descriptors obtained from training videos using the iterative

Expectation-Maximisation (EM) algorithm [18]. The duration of each segmentL was set to25frames

(1 second), which is the minimum length of an action-instance in the KTH dataset [14]. The results

are reported in frame-level accuracy (%) in Table 6.1.

We found that usingK = 1024 provided optimal performance (77:0%). This better performance

attained with1024components is explained by the fact that GMMs with large number of components

are known to have the ability to model any given probability distribution function [22]. We kept the

number of Gaussians constant for the remainder of our experiments with PI-GMM.
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Table 6.1: Comparison of one run testing for several number of Gaussians (K ) for PI-GMM.

K Accuracy (%)

16 71.1

64 73.2

256 75.3

1024 77.0

6.6 Experiments with PI-FV

Parameters for the probabilistic visual vocabulary using GMM were learned using a large set of de-

scriptors obtained from training videos using the iterative Expectation-Maximisation algorithm [18].

Speci�cally, we randomly sampled 100,000 feature vectors for each action and then pooled all the re-

sultant feature vectors from all actions for training. Experiments were performed with three separate

visual vocabularies with varying number of components:K = f 64; 128; 256g. We have not evaluated

larger values ofK due to increased computational complexity and hence the exorbitant amount of

time required to process the large CMU-MMAC dataset, which contains on average 15,000 frames

per video. To learn the parameters of the multi-class SVM, we used video segments containing single

actions. For s-KTH this process is straightforward as the videos have been previously segmented.

The CMU-MMAC dataset contains continuous multi-actions. For this reason, to train our system we

obtain one Fisher vector per action in each video, using the low-level feature vectors belonging to that

speci�c action.

6.6.1 Effect of Window Length and Dictionary Size

On account of FV representation is an evolution of the BoVW (as previously explained), we have

evaluated not only the performance of PI-FV but also the variant probabilistic integration with BoVW

histograms (PI-BoVW), where the Fisher vector representation is replaced with BoVW representa-

tion. We start our experiments by studying the in�uence of the segment lengthL, expressed in terms

of seconds. The results are reported in Figs. 6.7 and 6.8, in terms of average accuracy over the folds.

Using the PI-FV variant (Fig. 6.7), we found that usingL = 1s andK = 256 leads to the best

performance on the s-KTH dataset. For the CMU-MMAC dataset, the best performance is obtained

with L = 2:5s andK = 64. Note that using larger values ofK (ie., 128and256) leads to worse

performance. We attribute this to the large variability of appearance in the dataset, where the training

data may not be a good representative of the test data. Consequently, using a large value ofK may

lead to over�tting to the training data.

The optimal segment length for each dataset is different. We attribute this to the s-KTH dataset

containing short videos whose duration is between1s and7s, while CMU-MMAC has a large range

of action durations between0:1s and108s. While the optimal values ofL andK differ across the
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Figure 6.7: Performance of the proposedPI-FV approach for varying the segment length on the

s-KTH and CMU-MMAC datasets, in terms of average frame-level accuracy over the folds.
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Figure 6.8: As per Fig. 6.7, but showing the performance of thePI-BoVW variant (where the Fisher

vector representation is replaced with BoVW representation).

datasets, the results also show that relatively good overall performance across both datasets can be

obtained withL = 1s andK = 64.

The results for the PI-BoVW variant are shown in Fig. 6.8. The best performance for the PI-BoVW

variant on the s-KTH dataset is obtained usingL = 1s andK = 256, while on the CMU-MMAC

dataset it is obtained withL = 2:5s andK = 256. These are the same values ofL andK as for the

PI-FV variant. However, the performance of the PI-BoVW variant is consistently worse than the PI-

FV variant on both datasets. This can be attributed to the better representation power of FV. Note that

the visual dictionary sizeK for BoVW is usually higher in order to achieve performance similar to

FV. However, due to the large size of the CMU-MMAC dataset, and for direct comparison purposes,

we have used the same range ofK values throughout the experiments.
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Figs. 6.9 and 6.10 show qualitative examples of segmentation on the s-KTH and CMU-MMAC

datasets, respectively. It can be seen that the PI-FV variant obtains qualitatively more accurate seg-

mentation. Figs. 6.11 and 6.12 show the confusion matrices for the PI-FV and PI-BoVW variants

on the CMU-MMAC dataset. The confusion matrices show that in 50% of the cases (actions), the

PI-BoVW variant is unable to recognise the correct action. Furthermore, the PI-FV variant on average

obtains better action segmentation than PI-BoVW.

For �ve actions (crack, open, read, spray, twist-on), PI-FV has accuracies of� 0:5%. Action

crackimplies crack and pour eggs into a bowl, but it's annotated only ascrack, leading to confusion

betweencrackandpour. We suspect that actionsreadandsprayare poorly modelled due to lack of

training data; they are performed by a reduced number of subjects. Actiontwist-onis confused with

twist-offwhich are essentially the same action.
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Figure 6.9: Qualitative example of segmentation using PI-FV and PI-BoVW versus ground truth on

the s-KTH dataset. Each colour represents a unique action.

6.6.2 Comparison with PI-GMM and HMM-MIO

We have compared the performance of the PI-FV and PI-BoVW variants against the proposed PI-

GMM and HMM-MIO [19] previously used for action recognition and segmentation. For PI-GMM,

we have used on both datasets the optimal parameters found in Section 6.5. The comparative results

are shown in Table 6.2.

The proposed PI-FV method obtains the highest accuracy of 85.0% and 40.9% for the s-KTH

and CMU-MMAC datasets, respectively. In addition to higher accuracy, the proposed method has

other advantages over previous techniques. There is just one global GMM (representing the visual
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Figure 6.10: As per Fig. 6.9, but on the dif�cult CMU-MMAC dataset.

vocabulary). This is in contrast to proposed PI-GMM which uses one GMM (with a large number

of components) for each action, leading to high computational complexity. The HMM-MIO method

in [19] requires the search for many optimal parameters (as described in Section 6.1), whereas the

proposed method has just two parameters (L andK ).

Table 6.2: Comparison of the proposed methods (PI-FV and PI-BoVW) against several recent ap-

proaches on the stitched version of the KTH dataset (s-KTH) and the challenging CMU-MMAC

dataset.

Method s-KTH CMU-MMAC

HMM-MIO [19] 71:2% 38:4%

PI-GMM 78:3% 33:7%

PI-FV 85:0% 40:9%

PI-BoW 48:0% 20:1%

Lastly, we provide an analysis of the computational cost (in terms of wall-clock time) of our

system and the stochastic modelling approach. The wall-clock time is measured under optimal con-

�guration for each system, using a Linux machine with an Intel Core processor running at 2.83 GHz.

On the s-KTH dataset, the PI-GMM system takes on average 228.4 minutes to segment and recognise

a multi-action video. In comparison, the PI-FV takes 5.6 minutes, which is approximately 40 times

faster.
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Figure 6.11: Confusion matrix for the PI-FV variant on the CMU-MMAC dataset.

6.7 Conclusions

In this chapter we have proposed two hierarchical approaches that perform joint action segmentation

and classi�cation in videos: PI-FV and PI-GMM. Videos are processed through overlapping temporal

windows. Each frame in a temporal window is represented using selective low-level spatio-temporal

features which ef�ciently capture relevant local dynamics and do not suffer from the instability and

imprecision exhibited by STIP descriptors [86]. For the PI-FV, features from each window are rep-

resented as a Fisher vector, which captures the �rst and second order statistics. Rather than directly

classifying each Fisher vector, it is converted into a vector of class probabilities. For PI-GMM, the

vector of class probabilities is obtained using the average log-likelihood over each temporal window.

The �nal classi�cation decision for each frame (action label) is then obtained by integrating the class

probabilities at the frame level, which exploits the overlapping of the temporal windows. The pro-

posed approach has a lower number of free parameters than previous methods which use dynamic
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Figure 6.12: As per Fig. 6.11, but using the PI-BoVW variant.

programming or HMMs [19]. We have found that PI-FV it is also considerably less computationally

demanding compared to modelling each action directly with PI-GMM.

Experiments were done on two datasets: s-KTH (a stitched version of the KTH dataset to simu-

late multi-actions), and the more challenging CMU-MMAC dataset (containing realistic multi-action

videos of food preparation). On s-KTH, the proposed PI-FV achieves an accuracy of 85.0%, consider-

ably outperforming proposed PI-GMM and HMM-based approach which obtained 78.3% and 71.2%,

respectively. On CMU-MMAC, the proposed approach achieves an accuracy of 40.9%, outperform-

ing the PI-GMM and HMM approaches which obtained 33.7% and 38.4%, respectively. Furthermore,

the proposed system PI-FV is on average 40 times faster than the also proposed PI-GMM approach.
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Chapter 7

Towards Miss Universe Automatic Prediction

via Catwalk Analysis

If women want to ensure themselves a meaningful place

in the future, they need to be among those determining

how the technology will be used. They need to be among

those deciding whether it will be the great leveller or

simply serve to worsen social divisions.

Anita Borg

Can we predict the winner of Miss Universe after watching how they stride down the catwalk

during the evening gown competition? Fashion gurus say they can!

In this chapter1, we study this question from the perspective of computer vision. In particular,

we want to understand whether existing computer vision approaches can be used to automatically

extract the qualities exhibited by the Miss Universe winners during their catwalk. This study can

pave the way towards new vision based applications for the fashion industry. To this end, we propose

a novel video dataset, called the Miss Universe dataset, comprising 10 years of the evening gown

competition selected between 1996-2010. We further propose two ranking-related problems: (1) the

Miss Universe Listwise Ranking and (2) the Miss Universe Pairwise Ranking problems. In addition,

we also develop an approach that simultaneously addresses the two proposed problems. To describe

the videos we employ the recently proposed Stacked Fisher Vectors in conjunction with robust local

spatio-temporal features. From our evaluation we found that although the addressed problems are

extremely challenging, the proposed system is able to rank the winner in the top 3 best predicted

scores for 5 out of 10 Miss Universe competitions.

1The work presented in this chapter has been published in [28].
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7.1 Introduction

Miss Universe is a worldwide pageant competition held every year since 1952 and is organised by

The Miss Universe Organization[2]. Every year up to 89 candidates participate in the competition.

Each delegate must �rst win their respective national pageants. Miss Universe is broadcast in more

than 190 countries around the world and is watched by more than half a billion people annually [2, 3].

Although Miss Universe is one of the most publicised beauty pageants in the world, it is not the only

existing pageant competition. A list of beauty pageants from around the world includes up to 22

events among international, continental and, regional pageants. Moreover, there are more than 260

national pageants. In the US alone, there are approximately 28 national pageants [1].

The format has slightly changed during the 64 year period. However, the most common com-

petition format is as follows. All candidates are preliminary judged in three areas of competition:

Interview, Swimsuits and Evening Gown. After that, the top 10 or 15 semi-�nalists are short-listed

during the coronation night. The semi-�nalists compete again in swimsuits and evening gowns. The

best 5 �nalists are selected and go through an interview round. Finally, the runners-up and winner

are announced. During the swimsuit and evening gown competition, the catwalk is judged by sev-

eral aspects. Candidates must emanate poise, posture, grace, elegance, balance, con�dence, energy,

charisma, and sophistication. Additionally, during the swimsuit competition candidates are expected

to have a well-proportioned body, good muscle tone, proper level of body fat and show �tness and

body shape.

In our work, we study the possibility of capturing these qualities to predict the winner. This

can pave the way of numerous vision-based applications for the fashion industry such as automatic

training systems for amateur models who aspire to become professionals. Due to the complexity of

this problem, we propose to initially study the evening gown competition. To this end, we collect a

new dataset of videos recorded during the evening gown competition where the judges' scores and

recordings are publicly available.

As mentioned, there are many potential commercial application for an automatic system able to

analyse and predict the best catwalk in a beauty pageant. Automatically predicting the winner can be

useful for specialised betting sites such as Odds Shark, Sports Bet, Bovada, and Bet Online. These

betting sites allow the audience to bet for their favourite candidate in Miss Universe. Fig. 7.1 shows

the Miss Universe Australia betting site in Sports Bet. In this online betting site bettors can place a

wager on the outcome of Miss Universe Australia.

Catwalk analysis can be also a powerful tool for boutique talent agencies such as “Polished by

Donna” that provides training for improving the catwalk2 and offer their services to future beauty

pageants candidates (See Fig. 7.2). For boutique talent agencies, an automatic catwalk analysis system

can help to compare the improvement of each client again herself or again an experienced catwalker.

2http://www.polishedbydonna.com/#!catwalk--pageant-training/c1drx
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Figure 7.1: Miss Universe Australia betting site inwww.sportsbet.com.au . Bettors can can

place a wager on his/her favourite candidate. The number in front of each participant for Miss Uni-

verse Australia means the estimate returns.

Figure 7.2: Services offered by “Polished by Donna”. Catwalk and Pageant Training.
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Towards automatic prediction of Miss Universe and automatic catwalk analysis, we �rst collect

a novel dataset named the Miss Universe (MU) dataset. The dataset comprises 10 years of Miss

Universe selected from 1996 to 2010. The years included in this datasets are: 2010, 2007, 2003,

2002, 2001, 2000, 1999, 1998, 1997, and 1996. The years not included were due to the videos and/or

the scores were not publicly available.

It comprises 105 videos and 18,343 frames depicting each candidate catwalk in the evening gown

competition. The selected years of Miss Universe also include the of�cial judges' scores. Fig. 7.3

shows two examples of best and worst judges' scores during the evening gown competition. We

propose two sub-problems: (1) The Miss Universe Listwise Ranking (MULR) problem and (2) The

Miss Universe Pairwise Ranking (MUPR) problem. While the former aims to predict the winner of

the evening gown competition, the latter focuses on judging the catwalk between two participants.

Note that the solution of the MUPR problem could be used for developing applications for boutique

talent agencies.

In this work, we propose an approach which will address both problems simultaneously. More

speci�cally, we found that it is possible to share the model trained from one problem with the other

problem. We use our approach in conjunction with the video descriptors used for action analysis

as explained in Section 3.1. In particular the video descriptors are extracted on a pixel-base and

make use of gradients and optical �ow. Gradients and optical �ow have been shown to be effective

for video representation. Then, the video descriptors are encoded using the Stacked Fisher Vectors

(SFV) approach, which has recently shown successful performance for action analysis [117]. From

our evaluations, we found that that our proposed problems are extremely challenging. However,

further analysis suggests that both problems could still be potentially solved using a computer vision

approach.

7.2 Problem De�nition

During the evening gown competition, candidates are given an average score based on their catwalk.

Different judges are selected each year to score each candidate. This score is used in conjunction with

the swimming competition, to select the best 5 �nalists, where �nally the Miss Universe winner is

announced. See Fig. 7.3 for examples of best and worst scores. Candidates with the best scores strut

with attitude down the catwalk projecting con�dence. Their arms are kept relaxed and swing naturally

with the body. In general, they exhibit a �ouncing walk and ooze elegance as they stalk the runway.

Candidates with the worst scores make their arms too stiff, and look very robotic and awkward. They

do not keep their body loose and sometimes droop their heads. It can be also seen that the candidate

with the worst catwalk during Miss Universe 2010 �nds herself struggling to walk with the ribbon

dress that is too tight for her.

Our central problem is to predict the best catwalk during the evening gown competition. This

can be considered as an instance of the ranking problem. The ranking problem has been explored in

various domains such as collaborative �ltering, documents retrieval, and sentiment analysis [23].
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Figure 7.3: Examples of best and worst scores for Miss Universe versions 2003 and 2010.

In our work, we de�ne two ranking sub-problems: (1) the Miss Universe Listwise Ranking

(MULR) problem and (2) the Miss Universe Pairwise Ranking (MUPR) problem. While the MULR

focuses on rank ordering of all Miss Universe participants in the same year, the MUPR considers

pairwise comparisons of two participants in the same year. These two sub-problems have also been

described in [32, 29] for general machine learning problems.
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7.2.1 The Miss Universe Listwise Ranking Problem (MULR)

The MULR problem can be formalised as follows. Given a queryQl = f p(q)
j gNq

j =1 , wherep(q)
j is the

video of a participant for Miss Universe from yearq andNq is the total number of candidates for that

speci�c year. LetGl = fS mgM
m=1 be the gallery containingM sets of Miss Universe fromM years,

whereSm = f p(m)
j gNm

j =1 is the set ofNm participant videos of Miss Universe from yearm. Each set of

participantsSm is associated with a set of judgments (scores)y (m) = [ y(m)
1 ; � � � ; y(m)

Nm
]. The judgment

y(m)
j represents the average score of participantp(m)

j . The average score is calculated by averaging

the scores given by all the judges during the evening gown competition. A set of video descriptors

v (m)
j = �( p(m)

j ), wherev (m)
j 2 Rd are extracted from each participant video,p(m)

j .

Let f l : Rd 7! R1 be a scoring function that calculates a participant score based on its correspond-

ing video descriptors. Given the queryQl , the functionf l can automatically score each participant in

Ql . Let y (q) = [ y(m)
1 ; � � � ; y(q)

Nq
] be the actual score from the judges for participants in the queryQl ,

andŷ (q) = [ f (y)(m)
1 ; � � � ; f (y)(q)

Nq
] be the estimated score of functionf trained using the gallery setGl ,

the main task in MULR problem is to �nd the bestf l , where ideally the ranking of̂y (q) is the same as

y (q) .

7.2.2 The Miss Universe Pairwise Ranking problem (MUPR)

For the MUPR problem, we �rst consider a galleryGp:

Gp = f (p(m)
l ; p(m)

k )gM
m=1 ; p(m)

l ; p(m)
k 2 Sm ; l 6= k (7.1)

where each element in the gallery is a pair of participant videos from the same year of Miss Universe.

Note that the galleryGp considered in this problem is different from the galleryGl considered in

MULR problem. Each pair in the gallery has its corresponding labely(m)
lk which is de�ned via:

y(m)
lk =

8
>><

>>:

+1; y(m)
l > y (m)

k

� 1; otherwise
; (7.2)

wherey(m)
l andy(m)

k are the actual score from the judges. Let(p(q)
l ; p(q)

k ), yq
lk be a query pair and

its corresponding label, the main task for the MUPR problem is to �nd the best ranking function

f p(�) = f� 1; +1g where ideallyy(q)
lk = f p(p(q)

l ; p(q)
k ).
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7.3 Proposed Approach

Here we present our approach to solve both MULR and MUPR problems simultaneously. We start

explaining the video encoding using SFV. The, we reveal how we simultaneously address both MULR

and MUPR problems using the same framework.

7.3.1 Video encoding via Stacked Fisher Vectors

The video descriptors used for Miss Universe are explained in Section 3.1.1. Those descriptors in-

clude the pixel coordinates and descriptors obtained from the image gradient and optical �ow. Using

the gradient magnitude, we select pixels that correspond to the object of interested. As video encoder

a recent version of the traditional Fisher Vector is used. As explained in Section 3.3, the traditional

FV consists in describing a pooled set of features by its deviation from a generative model. FV

encodes the deviations from a probabilistic version of a visual dictionary, which is typically a Gaus-

sian Mixture Model (GMM) with diagonal covariance matrices [120, 135]. The model is given by

� = f wk ; � k ; � kgK
k=1 , where,wk is the weight,� k is the mean vector, and� k is the diagonal covari-

ance matrix for thek-th Gaussian.
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Figure 7.4: Probabilistic Visual Dictionary for �rst layer.

Stacked Fisher Vectors (SFV) is a multi-layer representation of the standard FV [117]. For SFV,

we �rst performs traditional FV representation over densely sampled consecutive segments based

on low level descriptors. Fig 7.4 shows how the probabilistic visual dictionary is learnt for the �rst

layer . The extracted FVs have a high dimensionality and are fed the next layer. The second layer

reduces the dimensionality of the obtained FVs, and then those reduced FVs are encoded again with

FV representation. For this second layer another probabilistic visual dictionary is learnt. Finally, one

SFV is obtained per each video. See Fig 7.5 for a description of the SFV process.
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Figure 7.5: SFV is performed for each video. It comprises two layers. The �rst layer is the traditional

FV over segments. Second layer encodes the obtained FV from the �rst layer. One SFV is obtained

per video.

7.3.2 Classi�cation

We address both MULR and MUPR problems using the same framework. Recall that the main ob-

jective of the MULR problem is to �nd the bestf l (�) wherein its scores can be used to rank the Miss

Universe participants from the same year. We model such a function as a linear regression function

de�ned as:

f l (v) = w> v + b; (7.3)

wherew and b are the parameters of the regression model andv 2 Rd is the extracted video descriptor

after applying SFV. As it is not trivial to train the regression given the galleryGl with its corresponding

actual ranking, we solve this problem by addressing MUPR, which is a much easier problem. This is

possible as the ranking functionf p can be de�ned in terms of the scoring functionf l :

f p(v l ; vk) = sign( f l (v l ) � f l (vk)) ; (7.4)

wheresign(�) only takes the sign of the input. Plugging the scoring function model into the above

equation we obtain the following:
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f p(v l ; vk) = sign( f l (v l ) � f l (vk))

sign(w> v l + b� w> vk � b)

sign(w> (v l � vk))

sign(w> z); (7.5)

wherez 2 Rd is the new descriptor extracted via:z = v l � vk . Notice that bothf l andf p share the

same model parameterw. As we only focus on the ranking for MULR problem, the bias parameter,

b in Eq. (7.3) can be excluded; the regression model thus becomes:

f l (v) = w> v: (7.6)

With the above modi�cation, we only need to perform the training step once for both functions.

To this end, we opt to perform the training step for the ranking function,f p. Following the training

formulation from the RankSVM described in [72]:

1
2

kwk2
2 + C

MX

m=1

X

v ( m )
l ;v ( m )

k 2S m

`(y(m)
lk w> z(m)

lk ); (7.7)

wherez(m)
lk = v (m)

l � v (m)
k , is the new descriptor as described above;y(m)

lk is the ground truth for the

MUPR problem described in Eq. (7.2),C is the training parameter and`(�) is the hinge loss.

7.4 Miss Universe (MU) Dataset

In this work, we propose the Miss Universe Dataset to address our problems. In particular, we have

collected a novel dataset of videos depicting the evening gown competition for 10 years of Miss

Universe (MU). The videos span from 1996 to 2010, where the judges scores are available. The

videos were downloaded from YouTube and the scores were obtained from the videos themselves or

Wikipedia. Fig. 7.6 shows examples of scores. While the scores taken from the videos include each

individual score from judge, only the average is used (circled in yellow).

We have collected 105 videos, 18,343 frames in total, an average of 174 per video. Each video

shows a candidate during the evening gown competition. Additionally, we manually select the bound-

ing box enclosing each participant.

It is noteworthy to mention that the proposed MU dataset is extremely challenging due to vari-

ations in capture conditions for each year: (1) catwalk stage; (2) illumination conditions; (3) cam-

eras capturing the event. As for the variations in cameras capturing the event, for our purpose

we opted to use only one camera view depicting the longest walk without interruptions. Fig. 7.8

shows the catwalk stage for each year in the MU dataset. The dataset will be available for download

from http://www.itee.uq.edu.au/sas/datasets .

87



Chapter 7. Towards Miss Universe Automatic Prediction via Catwalk Analysis

Figure 7.6: Judges' scores. Top: taken from Wikipedia. Bottom: taken from the video.

7.4.1 Evaluation Protocol

We use leave-one-year-out protocol as the evaluation protocol for both MUPR and MULR. In partic-

ular, for each training-test set, we consider all participants from one year as the testing and the rests as

training. As the dataset covers ten years of Miss Universe videos, then there will be ten training-test

sets. Once the results from all the ten training-test sets are determined, the performance of a method

is reported as the average of these results.

The MULR problem evaluation metric:

In the MULR problem we are interested in evaluating how similar is the ranking determined to the

scoring functionf l from the actual ranking of each year. To this end, we use the Normalized Discount

Cumulative Gain (NDCG) proposed to measure ranking quality of documents [89, 125]. NDCG is

often used to measure of the ef�cacy of web search algorithms [89]. To use this metric, we consider

each candidate video as a “visual” document. Here the rating of each visual document corresponds to

the rank of the participant. Thus, we rate each visual document/participant video by assigning values

between 1 to 10 with 10 being the highest score and 1 for the lowest, when the number of participants

is 10. When the number of participants is 15, the range is between 1 to 15.
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These values are assigned according to their corresponding rank. For instance, we assign the

participant having the highest score with value 10 and assign the runner up with value 9. In the original

formulation, the NDCG measures the ranking quality based on the topbrated documents [89]:

NDCG@b =
DCG@b

IDCG@b
; (7.8)

where DCG is the discounted cumulative gain at particular rank positionband is de�ned as:

DCG@b =
bX

j =1

(2r (j ) � 1)
log2(max(2; j ))

(7.9)

The rating of thej � th participant in the ranking list is given byr (j ) and IDCG@b is the ideal

DCG at positionb. Note thatb = 1; � � � ; Nq with Nq being the length of the ordering. A perfect list

gets a NDCG@b score of1. For our case, we always setb = Nq. We report the average percentage

NDCG@Nq over all partitions and refer to it as the NDCG.

The MUPR problem evaluation metric:

For the MUPR problem, we use the modi�ed Kendall'sK � as a performance measure discussed in

[71]. The Kendall'sK � is de�ned as the numberC of concordant pairs and the numberD of discordant

pairs. A pair(p(m)
l ; p(m)

k ) with l 6= k is concordant, if̂y(m)
lk = y(m)

lk . It is discordant if they disagree.

The sum ofC andD must be
� Nq

2

�
. Kendall'sK � can be de�ned as:

K � =
C � D
C + D

= 1 �
2D
� Nq

2

� (7.10)

7.5 Experiments

To the best of our knowledge, this is the �rst work to study catwalk analysis for Miss Universe. We

used the new Miss Universe dataset containing 10 versions of Miss Universe. Miss Universe 2003

contains 15 participants. The remaining versions each contain 10 participants. We used the bounding

box enclosing the participant provided with the dataset. We resized all bounding boxes to100� 50.

7.5.1 Setup

All videos were converted into gray-scale. We use the leave-one-year-out protocol, where we leave

one version of Miss Universe out for testing. For each video, we extract a set ofd = 14 dimensional

features as explained in Section 3.1. Empirically, we set� = 40, where� is the threshold used

for selecting interesting low-level features. Parameters for the visual vocabulary GMM were learned

using a large set of descriptors randomly obtained from training videos using the iterative Expectation-

Maximisation algorithm [18]. Experiments were performed with three separate GMMs with varying

number of componentsK = f 256; 512; 1024g.
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For the traditional FV representation, each video is represented by a FV. The FVs are fed to a

linear SVM for classi�cation. FV is our baseline system.

For the �rst layer of SFV, we obtained a varying number of vectors using the traditional FV

representation. Each vector is obtained using the low-level descriptors of5 consecutive- frames.

Then, we advanced by a frame and obtained a new FV. For the second layer of SFV, we reduced

the dimensionality of each vector from layer 1 using two methods: Principal Component Analysis

(PCA) [73] and Random Projection (RP) [16].

For PCA, we retained the90%of the energy [12]. For RP, we used the resulting dimensionality

number obtained by PCA. We referred to these methods as SFV-PCA and SFV-RP.

Our classi�cation model is described in Section 7.3.2. As explained, we address both problems

using the same framework. We solve MULR by addressing MUPR �rst. For MUPR, we compare

two catwalks belonging to the same year. The total number of comparisons is given by
� Nq

2

�
. In our

implementation, we solve MUPR by using the libLinear package [43] and set the bias parameterb to

0.

7.5.2 Results for MUPR

In Table 7.1, we present the results for MUPR. The evaluation metric employed is Kendall'sK � as

per Eq. (7.10).

Table 7.1: Results for MUPR usingK �

Method
Visual Vocabulary Size

256 512 1024

FV (baseline) 52:63 % 52:16 % 52:03 %

SFV-PCA 56:73 % 51:81 % 50:98 %

SFV-RP 53:68 % 46:92 % 47:87 %

From this table, we can see that our classi�cation models using both dimensionallity reduction

techniques outperform the baseline FV representation. Using SFV-PCA with a visual dictionary size

of 256Gaussians leads to the best performance of56:73%, which is3:05points higher than SFV-RP.

PCA is an essential step for dimensionality reduction for this application.

While PCA selects the best basis vectors analysing the directions where the original data is more

variable, RP selects the directions randomly. Despite the simplicity offers by random projection, the

performance is still inferior than the PCA.
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7.5.3 Results for MULR

Using the best setting for MUPR obtained with a visual vocabulary size of256Gaussians, we evalu-

ated MULR. We also provide different random listings (RL), following the same leave-one-year-out

protocol. The evaluation metric employed is NDCG as per Eq. (7.8). For random performance we it-

erate this procedure ten times and report the average over all iterations. Fig. 7.7 shows that SFV-PCA

attained the best performance with66:05%.

Figure 7.7: Results for MULR using NDCG.

Table 7.2 shows the individual performance using NDCG for each of the ten training-test sets as

explained. Our SFV-PCA classi�cation approach shows a performance which is higher than50%in

7 out 10 training/test sets. In 2 out of the 10 training/test sets we obtained a performance higher than

82%. Moreover, our Miss Universe automatic prediction system was able to recognise the winner for

the evening gown competition for years 1998 and 1999, which explains the higher performance for

those years as in NDCG top ranked instances are considered more important. The predicted winner

is also found in the top 3 for 5 out 10 versions of Miss Universe (2010, 2007, 1999, 1998, and 1996).
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Table 7.2: NDCG for each year using best settings for SFV-PCA.

Year NDCG

2010 77:71 %

2007 78:95 %

2003 52:97 %

2002 62:78 %

2001 44:37 %

2000 44:71 %

1999 82:93 %

1998 87:02 %

1997 51:69 %

1996 77:38 %

7.6 Conclusions

In this work, we have present a promising approach to automatically detect the winner during the

evening gown competition of Miss Universe. To this end, we have created a new dataset comprising

10 years of the evening gown competition selected from 1996 to 2010. We addressed this problem

using action analysis techniques. We de�ned two problems that are of potential interest for the beauty

pageant industry and the fashion industry. In the former problem, we are interested in predicting

the winner of the competition, which can be also of interest for specialised betting sites. The fashion

industry can have an innovative automatic system to compare two catwalks that can be used as training

system for amateur models. Our system for predicting the winner of the evening gown competition

shows we are able to rank the winner in the top 3 best predicted scores in50%of the cases.

92



Chapter 7. Towards Miss Universe Automatic Prediction via Catwalk Analysis

1996 1997

1998 1999

2000 2001

2002 2003

2007 2010

Figure 7.8: Catwalk stages for all years.
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Chapter 8

Literature Review

Many women assume they can't be good mothers and

have challenging careers at the same time, so they

might give up trying to do both as they get to a cru-

cial point in their career. Although it can be hard at

times, it's important for women to recognize the bene-

�ts of working outside the home.

Susan Wojcicki

The digital video is evolving fast and is bringing alone the need of new applications. It is be-

coming indispensable to reduce the costs of archiving, cataloguing and indexing videos [69, 157].

Several methods have been proposed to deal with these demands. Video abstraction is one of the

most essential methods conceived to enhance the ef�ciency and manageability of stored video [69].

Video abstraction aims at providing concise representations of long videos. Video abstraction

helps to quickly scan a large video database in order to ef�ciently access its content. It has applications

in browsing and retrieval of large volumes of videos [8] and also in improving the effectiveness and

ef�ciency of video storage [157]. Video abstraction can be categorised into two general groups: video

summarisation and video skimming [69, 157].

Video summarisation, also known as still image abstraction, static storyboard or static video ab-

stract, is a compilation of representative frames selected from the original video [39]. Video skim-

ming, also known as moving image abstraction or moving/dynamic storyboard, is a collection of short

video clips [11, 69].

Both approaches should preserve the most important content from the video in order to present a

comprehensible and understandable description for the end user. In general, video skimming provides

a more coherent and visually attractive result. It often retains a high-level of linguistic meaning due

to its capacity to combine audio and moving elements [110, 157]. However, video summarisation is

easier to generate and is not constrained in terms of timing and synchronisation [11, 157].

Video summarisation is an active area of research within the computer vision community and it

has been applied in various video categories such as Wildlife Videos [181], sports videos [113], TV
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documentaries [11], among others. In [8] the various approaches to video summarisation are divided

into six techniques consisting of: feature selection, clustering algorithms, event detection methods,

shot selection, trajectory analysis and the use of mosaics. Often a combination of techniques is used,

for example one of the most common approaches is to combine feature selection with a form of

clustering [11, 39, 103].

In [184] a video summary is obtained by extracting a feature vector from each frame and then

clustering the resulting set of feature vectors. The smallest clusters are then removed. A keyframe – a

frame that forms part of the video summary – is selected for each cluster centroid by taking the frame

whose feature vector is closest to the centroid. Similar approaches are adopted in [11, 39, 41, 69]

where the major difference is in the choice of feature vector used to represent each frame. Colour

histograms are used in [11, 39], motion-based features are used in [41], and saliency maps are used

in [69]. Each of the previously proposed feature vectors has its drawbacks. For instance, the colour

histogram approach used in [11, 39] retains only coarse information about the frame. Motion-based

features of [41] fail when the motion in the videos is too large. Finally, the saliency maps used

in [69] perform poorly for cluttered and textured backgrounds. To date, limited work has been done

on incorporating texture information to perform video summarisation.
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Chapter 9

Summarisation of Short-Term and

Long-Term Videos

I always did something I was a little not ready to do. I

think that's how you grow. When there's that moment of

'Wow, I'm not really sure I can do this,' and you push

through those moments, that's when you have a break-

through.

Marissa Mayer

This chapter1 presents a novel approach to video summarisation that makes use of a Bag-of-visual-

Textures (BoT) approach. Two systems are proposed, one based solely on the BoT approach and

another which exploits both colour information and BoT features. On 50 short-term videos from the

Open Video Project we show that our BoT and fusion systems both achieve state-of-the-art perfor-

mance, obtaining an average F-measure of 0.83 and 0.86 respectively, a relative improvement of 9%

and 13% when compared to the previous state-of-the-art. When applied to a new underwater surveil-

lance dataset containing 33 long-term videos, the proposed system reduces the amount of footage

by a factor of 27, with only minor degradation in the information content. This order of magnitude

reduction in video data represents signi�cant savings in terms of time and potential labour cost when

manually reviewing such footage.

9.1 Introduction

This chapter presents the use of texture information to improve video summarisation. We propose the

use of the computationally ef�cient and effective bag-of-textures approach; we conjecture that this

will improve video summarisation as it has been successfully applied to a range of image processing

tasks, such as matching and classi�cation of natural scenes and faces [93, 137, 180]. The bag-of-

1The work presented in this chapter has been published in [25].
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textures model divides an image into small patches, extracts appearance descriptors from each patch,

quantises each descriptor into a discrete “visual word”, and then computes a compact histogram

representation [52], providing considerably different information than colour histograms. In addition,

we propose a fusion based system for video summarisation, where both colour and texture information

is exploited. This will allow us to overcome the shortcomings of either approach. Similar approaches

have been shown to be advantageous in object classi�cation tasks [91]. We show that our system may

be applied not only to short-term videos but also to long-term videos, helping in the detection of the

existence of a rare species of �sh.

The layout of this paper is as follows. In Section 9.2 we describe in detail our proposed video

summarisation method that exploits the bene�ts of using texture histograms based on the bag-of-

textures model. In Section 9.3 we present our improved video summarisation method that fuses the

visual information provided by both the colour and texture histograms. In Section 9.4 we describe

how we evaluate the video summaries of short-term and long-term videos. In Section 9.5, we present

experiments which show that the proposed methods obtain higher performance than existing methods

based on colour histograms. Section 9.6 summarises the main �ndings.

9.2 Bag-of-Textures for Video Summarisation

This section describes our proposed bag-of-textures (BoT) approach. There are four main stages:

1. Pre-processing: The input video is sub-sampled after which each frame is �ltered and rescaled.

2. BoT representation:

(i) Local Texture Features. Each frame is divided into small patches (blocks) and from

each block we extract 2D-DCT features, which is an effective and compact representa-

tion [118].

(ii) Dictionary Training. A generic visual dictionary is trained to describe the most commonly

occurring textures in an independent training set.

(iii) Generation of BoT Histogram. Each frame is represented by a histogram which is ob-

tained by matching the feature vectors from each block to the dictionary.

3. Keyframe selection: Similar frames are grouped into an automatically determined number of

clusters. One keyframe is selected per cluster.

4. Post-processing: In this �nal stage, we eliminate possible repetitive frames and create the static

video summary.

Each of these stages is elucidated in the following sections.
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9.2.1 Pre-processing

Sampling and Rescaling

The original input video is re-sampled to one frame per second in order to reduce the number of video

frames to be examined. Each frame is then converted into gray-scale and re-scaled to be a quarter of

its original size, in order to reduce the computational cost of the following stages.

Noise Filtering

There are often uninformative frames that appear at the beginning and/or the end of a segment that

may affect the appearance of a video summary [39]. These frames are usually colour-homogeneous

due to fade-in and fade-out effects, and have a small standard deviation of their pixel values. Frames

with a standard deviation below a threshold are eliminated.

9.2.2 BoT Representation

Local Texture Features

Each frame is divided intoN overlapping blocks. To each block we apply the 2D discrete cosine

transform (2D-DCT) to obtain aD-dimensional feature vector that represents the local texture infor-

mation [118]. Thus, the local texture feature for then-th block of thei -th frame isx i;n .

Dictionary Training

The dictionary is trained using thek-means algorithm [18] by pooling the local texture features from

a set of training frames. The resultingG cluster centersf � 1; � � � ; � Gg represent the local textures

(codewords) of the dictionary.

Generation of BoT Histogram

In the BoT approach thei -th frame is represented by a histogram,hBoT
i . ThisG-dimensional histogram

represents the relative frequency of the local texture features within the frame. Theg-th dimension of

hBoT
i is the relative frequency of theg-th local texture feature from the dictionary, similar to [38]. The

histogram is normalised to sum to one. Thus, each local texture feature can be converted to a local

histogram,hBoT
i;n , of dimensionG where each dimensiong is given by,

hBoT
g;i;n =

8
><

>:

1 if g = arg min
k2 1;��� ;G

kx i;n � � kk2

0 otherwise
: (9.1)

TheseN local histograms can then be summed and normalised to produce the �nal BoT histogram,

hBoT
i =

1
N

X N

n=1
hBoT

i;n : (9.2)
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9.2.3 Keyframe Selection

To obtain a set of keyframes we adopt an approach similar to that of [39]. A keyframe is a frame that

forms part of the video summarisation. Thek-means algorithm is used to cluster similar frames into

K segments, and the resultant centroids are then used to select the keyframes.

Initially, the frames are grouped consecutively, assuming that sequential frames share similar

content. To automatically determine the number of clusters,K , we calculate the Euclidean distance

between two consecutive frames. If the distance is greater than a threshold� thenK is incremented.

For each cluster centroid the frame whose BoT histogram is closest is selected as a keyframe. A total

of K keyframes is then reached.

9.2.4 Post-processing

Having obtained the initial set ofK keyframes we then attempt to discard those keyframes which

are too similar. This is achieved by comparing all keyframes against each other. If the Euclidean

distance between the BoT histograms of the keyframes is smaller than a threshold� then one of

the two keyframes under consideration is discarded. This gives the �nal static video summary that

consists ofNas keyframes, whereNas � K , with as standing for automatic summary.

Lastly, the static video summary is obtained after organising the resulting keyframes in temporal

order.

9.3 Fusion of Colour and BoT

In this section, we present a hybrid system that fuses colour histograms [39] and BoT texture informa-

tion, termed as CaT (forColour and Texture). The proposed CaT approach to video summarisation

has the same 4 stages as our proposed BoT video summarisation approach, but with additions in order

to obtain colour histograms. We describe these additions below.

1. Pre-processing: The input video is processed in two independent ways. First, we obtain the BoT

histograms as described in Section 9.2.1. Second, to obtain the colour histograms we extract

the Hue component, from the HSV colour space, of the unscaled input frame similar to [39]. In

both cases we remove uninformative frames by employing the noise �ltering process described

in Section 9.2.1.

2. Texture and Colour Histogram: The BoT histogram is the same as explained in Section 9.2.2.

The colour histogram,hhue
i , of the i -th frame is computed using only the Hue component as

in [39].

3. Keyframe Selection: The BoT and colour histograms are clustered usingk-means. This stage is

similar to Section 9.2.3. The difference lies in the distance measure used to compare all frames

against each other.
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(i) To select the number of keyframesK we combine the information from the BoT and

colour histograms. When calculating the distance between framea and b we use the

weighted summation of Euclidean distances:

� khBoT
a � hBoT

b k2 + � khhue
a � hhue

b k2 (9.3)

under the constraints� + � = 1, � � 0, � � 0.

(ii) Each keyframe is selected by �nding the frame which is closest to each cluster centroid.

For the CaT approach the distance between a frame and a centroid is calculated as a

weighted summation of the Euclidean distances, as per Eq. (9.3).

4. Post-processing: To eliminate similar frames we use the procedure described in Section 9.2.4

but replace the Euclidean distance with the weighted summation of the Euclidean distances, as

per Eq. (9.3).

9.4 Datasets and Evaluation Metrics

To evaluate the performance of video summarisation we use two datasets consisting of short- and

long-term video data. The short-term data is obtained from the Open Video Project2. The long-term

data is a new dataset that consists of 14 hours of underwater video surveillance which monitors the

behaviour of marine wildlife.

9.4.1 Short-Term Videos

We use the 50 videos from the Open Video Project which contain ground truth [39]. Each ground

truth consists of the summary provided byP = 5 users. The users provided the summaries under no

restrictions upon length nor appearance of the summaries.

To evaluate the performance on the short-term video data we use the “Comparison of User Sum-

maries” (CUS) method [39]. This method compares the automatic video summarisation and ground

truth by exhaustively calculating the distance between the frames from the automatic summarisation

and the ground truth. Two frames are similar if the distance between their respective feature vectors

(histograms) is less than an evaluation threshold� . If the frames match they are removed from the

next iteration of the comparison process. For performance evaluation, the distance measure used for

the BoT approach is the Euclidean distance, however, to be consistent with prior work [39], the dis-

tance measure for the colour histograms is theL1-norm. Therefore, the distance measure used for

CaT is the weighted summation of the Euclidean distance for the BoT histograms and theL1-norm

for the colour histograms:

� khbof
a � hbof

b k2 + � khhue
a � hhue

b k1: (9.4)

2Open Video Project:http://www.open-video.org
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Various evaluation metrics exist to measure the quality of an automatic video summary. We use

three evaluation metrics so that we can compare our proposed approaches with two state-of-the-art

methods [39, 11]. To compare with [39] we use accuracy (acc) and error (err ), and to compare

with [11] we use theF -measure.

To calculateaccanderr , each frame in the automatic video summary is compared with all frames

in the user summary and then the number of matching frames (Nm ) and non-matching frames (Nnm )

are calculated:

acc= Nm
Nu

; err = Nnm
Nu

(9.5)

whereNas andNu are the total number of frames from the automatic and user summary, respectively.

TheF -measure, de�ned as

F =
2 � precision� recall

precision+ recall
(9.6)

is used to to provide a single number that balances precision= Nm=Nas and recall= Nm=Nu.

The evaluation metrics are presented as an average. First, we take the average from theP users

to obtainaccP , errP , andFP ; for each video there areP = 5 users. Then we take the average across

all of the videos to obtainacc, err , andF . In terms ofaccit is desirable to have a high value as it

measures the number of matching frames. In terms oferr it is desirable to have a small value as it

measures the number of non-matching frames. With regards toF it is desirable to obtain a high value,

which occurs when the precision and recall are large.

9.4.2 Long-Term Videos

The long-term videos consist of 14 hours of underwater footage from 33 videos which are on average

25 minutes in duration. This data was obtained from the NSW-DPI3, courtesy of David Harasti.

Example images are shown in Figure 9.1. In each video there is always at least one segment where

a rare species of �sh, the black cod, is within view. Normally these videos would be inspected

by a human expert to determine if there is an instance of the rare �sh within. We propose that

video summarisation can be used to reduce the amount of footage to be viewed in order to detect the

existence of this rare species of �sh.

Using ground truth which provides time-stamps when this rare species is within view, we examine

the effectiveness of video summarisation to provide at least one keyframe in each static video sum-

mary with the rare species of interest within view. This is useful as it presents a way to reduce the

time and cost of manually viewing a large amount of video data.

To calculate the performance of long-term videos we present results in terms of detection accuracy

and the average compression ratio (Rc). Detection accuracy refers to whether an instance of the rare

species is among any of the chosen keyframes for a static video summary;75%would mean that there

is at least 1 keyframe of the rare species in75%of the static video summaries.

3New South Wales Department of Primary Industries, Australia.
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Figure 9.1: Example images from the long-term underwater surveillance videos; the added red ellip-

soids highlight the rare species of interest.

To calculate the average compression ratio we �rst note that because we have long-term videos

then for each video there might be many hundreds of keyframes. To present all of these keyframes

effectively to the user we re-encode them into a static video summary by presenting each keyframe

for 0:25 seconds. This gives the user time to effectively view the keyframe. Thus thet-th long-term

videoV t is converted to a static video summarySt with a compression ratio given by:

Rc;t = 4 �
Duration(V t )
Duration(St )

(9.7)

where Duration is the duration of a video and the factor of4 is introduced as there are4 keyframes

per second of the shortened video.

9.5 Experiments

An important part of both the BoT and CaT approaches is the training of the dictionary to obtain

the texture histograms. To train this dictionary we use 10 frames randomly selected from videos

taken from the Open Video Project that have no user summaries, ensuring they are independent of the

evaluation dataset. In addition, the frames selected to train the dictionary look signi�cantly different

to the ground truth provided by the users.

To obtain the proposed local texture features we divide each frame into a set of overlapping blocks.

Similar to [137] we use a block size of8 � 8 with an overlap margin of 6 pixels, and represent each

block as aD = 15 dimensional feature vector containing 2D-DCT coef�cients. We extract the �rst 16

2D-DCT coef�cients, which represent low-frequency information [118], and omit the �rst coef�cient

as it is the most sensitive to illumination changes. With regards to the colour histogram, we quantise

the Hue component into 16 bins as per [39]. These parameters are the same for all experiments.

The values for the threshold� , fusion weight� and evaluation threshold� were determined experi-

mentally. For all of the experiments we search for the optimal fusion parameter� = f 0:0; 0:1; � � � ; 1:0g.

Our proposed methods were implemented using the OpenCV [20] and Armadillo [136] C++ libraries.
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9.5.1 Short-Term Videos

We compare the performance against two baseline systems from literature:(i) VSUMM [39] and(ii)

VISON [11]. The two baseline systems use colour information as their primary feature. VSUMM

uses colour information by retaining only the Hue component of HSV and generating a histogram of

16 bins. VISON is a state-of-the-art approach and consists of a histogram of the HSV representation

of each frame. It combines the HSV information in a compressed form such that the Hue component

is treated with greater importance and results in a histogram of 256 bins.

An initial set of experiments were performed to �nd the optimal number of components for the

dictionary of our proposed texture features. Using a �xed number of componentsG = f 8; 16; 32g and

a �xed number of thresholds� = f 0:05; 0:10; � � � ; 0:5g, we found that using justG = 8 components

provided optimal performance. We kept the number of components constant for the remainder of our

experiments.

In Figure 9.2 we present a summary of the average performance for 50 short-videos of our pro-

posed systems, BoT and CaT, and the two baselines. Two interesting results can be seen from this

�gure.

First, it can be seen that the texture-only BoT system performs better than either the VSUMM or

VISON approaches which primarily use colour information. The BoT system obtains an averageF -

measure ofF = 0:83, which is a relative improvement of9%when compared to VISON,F = 0:76.

Furthermore, theaccanderr of the BoT system shows that it produces a more accurate summarisation

than VSUMM and also has the lowesterr of any system4. This suggests that texture information is

either equally or more important than colour information for the task of video summarisation.

Second, the proposed CaT system (fusing colour histograms and the proposed texture histograms)

performs better than the two baseline systems and the proposed texture-only BoT system. The CaT

system has an averageF -measure ofF = 0:86, which is a relative improvement of13%when com-

pared to VISONF = 0:76, the previous state-of-the-art approach.

Figure 9.3 shows the qualitative results for the automatic summarisation provided by VSUMM

and VISON as well as our proposed BoT and CaT systems. It can be seen that VSUMM (Figure 9.3a)

with FP = 0:83, VISON (Figure 9.3b) withFP = 0:78, and our proposed BoT (Figure 9.3c) with

FP = 0:74 contain some keyframes that may not be of interest and/or are repetitive. In contrast, the

proposed CaT system (Figure 9.3d) provides the most consistent video summary withFP = 0:86.

9.5.2 Long-Term Videos

In this section we present results on 33 long-term videos which last on average for 25 minutes. We

examine the applicability of video summarisation to long-term videos to ef�ciently detect a rare

species of �sh and measure performance in terms of detection accuracy and compression rate (see

Section 9.4.2).

4No results in terms ofaccanderr were supplied for VISON in [11].
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Figure 9.2: Comparative evaluation of our proposed methods with VSUMM [39] and VISON [11].

Lower values oferr as well as higher values ofaccandF are desired.

The accuracy and average compression ratio of the algorithm for various thresholds:

� = f 0:025; 0:05; : : : ; 0:1g;

is presented in Figure 9.4. It can be seen in Figure 9.4a that the CaT algorithm consistently outper-

forms the BoT and VSUMM algorithms. We attribute this to the fact that the background in these

videos is relatively stable and so the colour histograms used in VSUMM do not change as often

compared to the short-term videos used in [39].

In Figure 9.4b it can be seen that while using the VSUMM algorithm provides better average

compression ratio than either the BoT or CaT approaches, it comes at the cost of accuracy. In general

the proposed fusion approach provides the most consistent trade-off between accuracy and average

compression ratio.

We take the optimal system at the threshold� = 0:05 as this provides a high degree of detection

accuracy,85%, and a good average compression ratio of27. This system will allow a user to see the

�sh of interest in85%of the summarised videos while reducing the amount of video data to view by

27 times, more than an order of magnitude. Such an approach would reduce the14 hours of video

data to just31minutes, thus enabling signi�cantly more ef�cient reviewing of the data.
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(a)

(b)

(c)

(d)

Figure 9.3: Static video summary for“the future of energy gases - segment 09”, using (a) VSUMM,

(b) VISON, (c) proposed BoT, and (d) proposed CaT.

9.6 Conclusions

In this chapter, we have proposed the novel use of textures to perform video summarisation. We

proposed to use a visual-bag-of-textures (BoT) in two ways. First, a BoT system which uses only

texture features is proposed and it is shown to outperform two state-of-the-art systems which use

colour only, VSUMM and VISON. Second, a fused system that combines Colour and Texture (CaT)

is proposed and it is shown to provide further improvements.

Both of our proposed systems outperform two state-of-the-art approaches, VSUMM and VISON,

which use colour features. Experiments on 50 short-term videos, obtained from the Open Video

Project, show that our proposed texture-only system (BoT) obtains anF -measure of0:83, which is

better than either VSUMM or VISON which obtain an averageF -measure of0:73and0:76, respec-

tively. Furthermore, our fused system (CaT) demonstrates that combining colour and texture features

yields state-of-the-art performance with an averageF -measure of0:86.

We have also shown that video summarisation can be applied effectively to long-term videos.

Using 33 long-term surveillance videos, in our case underwater surveillance footage, we have shown

that video summarisation can be used to signi�cantly reduce the amount of footage to view, by up to

a factor of 27, with only a minor degradation in the information content.
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Figure 9.4: Demonstration of the trade-off between (a) the detection accuracy and (b) the average

compression ratioRc for the 33 long-term videos using the CaT, BoT and VSUMM approaches.
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Chapter 10

Overall Main Findings

If you are successful, it is because somewhere, some-

time, someone gave you a life or an idea that started

you in the right direction. Remember also that you are

indebted to life until you help some less fortunate per-

son, just as you were helped.

Melinda Gates

In recent years, we have witnessed how video data has exponentially increased. It has been also

forecast that video data will be responsible for the majority of online traf�c in the next few years.

Undoubtedly, it becomes necessary to develop automatic and intelligent systems to ef�ciently analyse,

process, and interpret the information contained in the video data. This thesis contributes towards

ef�ciently manage and interpret video information via action analysis and video summarisation. In

this chapter a summary of the contributions and main �ndings for the topics encompassed in this

thesis are provided.

10.1 Main Findings for Action Analysis

Given that action analysis is a broad topic that covers several areas, this thesis addresses the following

three areas with action analysis: action recognition, joint action segmentation and recognition, and

action assessment. The main �ndings per each topic are given below.

10.1.1 Comparative Evaluation of Action Recognition Approaches

In chapter 5, we have brought out an extensive empirical comparison among existing techniques

for the human action recognition problem. Experiments have been carried out using three popular

datasets: KTH, UCF-Sports and UT-Tower. We have analysed Riemannian representations including

nearest-neighbour classi�cation, kernel methods, and kernelised sparse representations.
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For Riemannian representation we used covariance matrices of features, which are symmetric pos-

itive de�nite (SPD), as well as linear subspaces (LS). Moreover, we compared all the aforementioned

Riemannian representations with GMM and FV based representations, using the same extracted fea-

tures. We also evaluated the robustness of the most representative approaches to translation and scale

variations. For manifold representations, all SPD matrices approaches surpass their LS counterpart.

The FV representation outperforms all the techniques under ideal and challenging conditions. All

techniques are affected when facing challenging conditions. However, FV is less sensitive under

moderate variations in both scale and translation.

10.1.2 Joint Action Recognition and Segmentation

In chapter 6, we have proposed two hierarchical approaches that perform joint action segmentation

and classi�cation in videos: PI-FV and PI-GMM. Videos are processed through overlapping temporal

windows.

For the PI-FV, features from each window are represented as a Fisher vector, which captures the

�rst and second order statistics. Rather than directly classifying each Fisher vector, it is converted into

a vector of class probabilities. For PI-GMM, the vector of class probabilities is obtained using the

average log-likelihood over each temporal window. The �nal classi�cation decision for each frame

(action label) is then obtained by integrating the class probabilities at the frame level, which exploits

the overlapping of the temporal windows. The proposed approach has a lower number of free param-

eters than previous methods. We have found that PI-FV it is also considerably less computationally

demanding compared to modelling each action directly with PI-GMM.

Experiments were done on two datasets: s-KTH (a stitched version of the KTH dataset to simu-

late multi-actions), and the more challenging CMU-MMAC dataset (containing realistic multi-action

videos of food preparation). On s-KTH, the proposed PI-FV considerably outperforming proposed

PI-GMM and HMM-based. On CMU-MMAC, the proposed approach outperforms the PI-GMM

and HMM. Furthermore, the proposed system PI-FV is much faster than the also proposed PI-GMM

approach.

10.1.3 Catwalk Analysis (Action Assessment)

In chapter 7, we have presented a novel and promising approach to automatically detect the winner

during the evening gown competition of Miss Universe. To this end, we have created a new dataset

comprising 10 years of the evening gown competition selected from 1996 to 2010. We addressed

this problem using action analysis techniques. We de�ned two problems that are of potential interest

for the beauty pageant industry and the fashion industry. In the former problem, we are interested in

predicting the winner of the competition, which can be also of interest for specialised betting sites.

The fashion industry can have an innovative automatic system to compare two catwalks that can be

used as training system for amateur models. Our system for predicting the winner of the evening
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gown competition shows we are able to rank the winner in the top 3 best predicted scores in50%of

the cases.

10.2 Main Findings for Video Summarisation

In chapter 9, we have proposed the novel use of textures to perform video summarisation. We pro-

posed to use a visual-bag-of-textures (BoT) in two ways. First, a BoT system which uses only texture

features is proposed. Second, a fused system that combines Colour and Texture (CaT). Both of

our proposed systems outperform two state-of-the-art approaches, VSUMM and VISON, which use

colour features.

Experiments on 50 short-term videos, obtained from the Open Video Project, show that our pro-

posed texture-only system (BoT) is better than two recent approaches. Furthermore, our fused system

(CaT) demonstrates that combining colour and texture features yields state-of-the-art performance.

We have also shown that video summarisation can be applied effectively to long-term videos. Using

33 long-term surveillance videos, in our case underwater surveillance footage, we have shown that

video summarisation can be used to signi�cantly reduce the amount of footage to view with only a

minor degradation in the information content.
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Chapter 11

Potential Future Work

I am thankful for the way I was raised, to be posi-

tive. Even when times have gotten rough I have al-

ways tried to look on the bright side. Even when I was

put down, yelled at and made feel insigni�cant, I still

thought things were alright. I did realise when enough

is enough.

Angela Merkel

As part of future research, the proposed approaches can be extended or modi�ed as follows.

11.1 Future Work for Action Analysis

11.1.1 Comparative Evaluation of Action Recognition Approaches

� It would be interesting to explore ways to improve the Riemannian representation in order to

equal or surpass the performance of the FV approach.

� One possible way is to �atten the manifold via RKHS and then use the FV representation.

This combination of Riemannian manifolds and FV will allow us to exploit the bene�ts of both

worlds.

� As �attening the Riemannian manifolds is not a straightforward problem, we could employ a

recent work which implements random projections for manifold points via kernel space while

preserving the geometric structure of the original space [183].

� The RKHS is constructed from a small subset of data. All Riemannian points are then projected

into a new space where traditional Euclidean techniques can be employed.
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11.1.2 Joint Action Recognition and Segmentation

� The proposed system for joint action recognition and segmentation can be further sped by using

the fast Fisher vector variant proposed in [147], where for each sample the deviations for only

one Gaussian are calculated. This can deliver a large speed up in computation, at the cost of a

small drop in accuracy [115].

� Actions like twist-off is often followed by twist-on. However, our system tends to confuse both

actions. We may explore semantic relationships between actions as in [126] to increase the

system performance.

� Improved dense trajectories (IDT) [168] have exhibited superior performance for single action

recognition in recent years. In order to use dense trajectories for joint action recognition and

segmentation, it would be necessary to overcome its limitations. Those limitations include the

incapability of IDT to distinguish between objects of interest and background. This causes an

unwanted and problematic increase in the costs of computations and data storage, which can be

particularly critical when dealing with large dataset like CMU-MMAC.

� Another potential area of inquiry is to replace the Fisher vector representation by treating a

deep convolutional neural network (DCNN) as a high-level feature extractor [128]. This in turn

may require an extension of the DCNN architecture to explicitly incorporate spatio-temporal

information.

11.1.3 Catwalk Analysis (Action Assessment)

� The dataset for catwalk analysis can be enlarged using other Miss Universe versions, other

beauty pageant competitions, and catwalks from international fashion trade shows. Given that

scores are not always publicly available, an online competitive Catwalk rating game can be

designed similar to the style rating game calledHipster Wars[80]. With this online game it

would be possible to crowd source reliable human judgements of catwalks.

� Catwalk analysis can be extended to the swimsuit catwalk competition, which together with

the evening gown competition are critical to the selection of the next Miss Universe. For the

swimming competition, other attributes apart from the catwalk would be needed to take into

consideration such as good muscle tone, body proportion, body fat, body shape, and �tness.

All those attributes are also visual attributes.

� Pose is an important attribute for catwalks. We envisage that pose-based CNN features in

conjunction with IDT can increase our system performance. This combination has been latterly

proposed and has shown to be effective for action recognition [34].

� This work can be also extended to other applications that requires action assessment. For in-

stance, patient rehabilitation and high performance sports. In both cases, an automatic system

able to evaluate the progress of a patient or an athlete would be valuable.
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11.2 Future Work for Video Summarisation

� Future work should examine alternative features and application settings with a particular em-

phasis for long-term videos.

� For instance, emphasising the importance of foreground objects [130] should be explored, as

well as explicit modelling of movement (or actions) of such objects [58, 138].

� The applicability of video summarisation to CCTV surveillance footage should also be consid-

ered.

� With video containing humans, summarisation and action analysis can be jointly addressed.

When dealing with both at the same time as freshly proposed in [64], action recognition can

extract the relevant and descriptive information to create a high level video summary. Instead

of selecting key-frames, we can select key actions that best describe videos.
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